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We introduce the Fast Algorithm for Motion Correction (FALCON) soft-
ware, which allows correction of both rigid and nonlinear motion arti-
facts in dynamic whole-body (WB) images, irrespective of the PET/CT
system or the tracer. Methods: Motion was corrected using affine
alignment followed by a diffeomorphic approach to account for nonri-
gid deformations. In both steps, images were registered using multi-
scale image alignment. Moreover, the frames suited to successful
motion correction were automatically estimated by calculating the ini-
tial normalized cross-correlation metric between the reference frame
and the other moving frames. To evaluate motion correction perfor-
mance, WB dynamic image sequences from 3 different PET/CT sys-
tems (Biograph mCT, Biograph Vision 600, and uEXPLORER) using 6
different tracers (18F-FDG, 18F-fluciclovine, 68Ga-PSMA, 68Ga-DOTA-
TATE, 11C-Pittsburgh compound B, and 82Rb) were considered.
Motion correction accuracy was assessed using 4 different measures:
change in volumemismatch between individual WB image volumes to
assess gross body motion, change in displacement of a large organ
(liver dome) within the torso due to respiration, change in intensity in
small tumor nodules due to motion blur, and constancy of activity con-
centration levels. Results: Motion correction decreased gross body
motion artifacts and reduced volumemismatch across dynamic frames
by about 50%.Moreover, large-organmotion correction was assessed
on the basis of correction of liver dome motion, which was removed
entirely in about 70% of all cases. Motion correction also improved
tumor intensity, resulting in an average increase in tumor SUVs by
15%. Large deformations seen in gated cardiac 82Rb images were
managedwithout leading to anomalous distortions or substantial inten-
sity changes in the resulting images. Finally, the constancy of activity
concentration levels was reasonably preserved (,2% change) in large
organs before and after motion correction. Conclusion: FALCON
allows fast and accurate correction of rigid and nonrigid WB motion
artifacts while being insensitive to scanner hardware or tracer distribu-
tion,making it applicable to awide range of PET imaging scenarios.
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PET is a widely used medical imaging technique that enables
noninvasive visualization of molecular processes in the body. New
PET/CT systems with an extended axial field of view now allow
for total-body (TB) PET imaging using a single bed position (1),
offering improved volume sensitivity and the ability to acquire TB
pharmacokinetic data with short frame durations (2). However,
these advances require improved methods for motion correction to
enable improved whole-body (WB) image analysis, such as para-
metric imaging. Currently, there is no motion correction software
that works effectively for both WB (acquisition of multiple bed
positions) or TB (one large axial FOV bed position) dynamic PET
imaging or that is universal across all tracers and organs.
Rigid motion is typically encountered in brain studies, and

many methods have been proposed to correct subject head motion
effectively (3–5). Likewise, numerous nonrigid motion compensa-
tion approaches (6–9) have been proposed to selectively compen-
sate for respiratory and cardiac motion in PET imaging studies.
However, the literature is rather sparse (10,11) regarding TB/WB
motion correction approaches that can universally and automati-
cally compensate for both rigid and nonrigid motion.
WB/TB dynamic PET motion correction aims to achieve voxel-

wise correspondence in a series of image frames. Motion artifacts
arise from involuntary movements, such as breathing and cardiac
motion or voluntary changes in body position due to patient fatigue
or pain. Motion correction for WB/TB PET imaging is a complex
problem because of 2 main challenges: the time-dependent changes
in tracer distribution and the variable rigidity profiles of different
organs, some being rigid (e.g., brain) and others being deformable
(e.g., heart). Therefore, it is challenging for a single alignment algo-
rithm to account for both profiles robustly. Likewise, different tra-
cers produce unique tracer distribution images because of varying
kinetics. Therefore, a motion compensation paradigm that works on
one tracer might not necessarily work on another.
To add complexity, different acquisition protocols can present

different challenges for realignment. For example, in research,
dynamic studies are often initiated contemporaneously with tracer
injection, showing significant variation in tracer distribution. Conse-
quently, motion correction is seldom performed during the first
10min after injection. To date, there are no promising techniques
to perform robust motion correction in the early frames (,10min
after injection). In clinical scenarios, studies with a small number of
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image frames are acquired during the equilibrium phase (when tracer
changes are negligible) to enable accurate correction of motion arti-
facts. Because clinical or research studies likely fall between these 2
extreme protocols, developing multiple alignment strategies tailored
to one or the other acquisition protocol is impractical.
In response to these challenges, we focused on creating a generic,

fully automated motion correction tool that gracefully adapts to these
challenges. We present the Fast Algorithm for Motion Correction
(FALCON) tool, a new WB/TB motion correction tool based on
multiscale Greedy diffeomorphic registration paradigms (12). Dif-
feomorphism refers to a type of mathematic transformation that is
smooth and invertible. This type of registration has been extensively
used in computational neuroanatomy (13–16) because it can handle
large, nonlinear deformations while preserving image topology.
Since diffeomorphisms have shown great success in aligning highly
deformable organs (17), we hypothesized that a diffeomorphic algo-
rithm would be well suited to aligning different WB image frames of
a subject across time. In addition to developing an accurate motion
compensation scheme, we also focused on addressing the problem
of rapidly changing uptake patterns during the initial part of the
study (,10min after injection), which renders accurate motion cor-
rection of early frames an ill-conditioned problem.

MATERIALS AND METHODS

Ethics Declaration
All data were acquired in accordance with the Declaration of Hel-

sinki. Written informed consent was obtained from all subjects before
the examinations. Approval numbers for the various datasets are pre-
sented in Table 1.

Identification of Frames Eligible for Motion Correction
In dynamic PET series, not all frames can be accurately aligned

with the reference frame (typically the last frame). Early frames (those
occurring within the first 10 min) differ notably from the reference
frame. It would be advantageous to objectively select the frames for
which alignment with the reference frame can be reliably performed.
Therefore, a precomputational step was devised to enable automated
identification of frames on which motion correction can robustly be
performed (termed candidate frames), irrespective of the acquisition
protocol (Fig. 1).

A voxelwise normalized cross-correlation (NCC) image was calcu-
lated between the 3-dimensional (3D) reference frame F and the mov-
ing frames Ii, j (varying from time point i to j) by…

NCCi, j5

P
x,y, z ðIi, jðx,y, zÞ2mi, jÞðFðx, y, zÞ2mFÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

x, y, z ðIi, jðx,y, zÞ2mi, jÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

x,y, z ðFðx,y, zÞ2mFÞ2
q ,

(Eq. 1)

where mi, j and mF are the mean intensities of Ii, j and F. After cal-
culation of the voxelwise NCC image for each image pair, the cor-
responding mean NCC mNCCi, j was calculated for the so-derived
NCC images:

mNCCi, j5

P
x,y, z NCCi, jðx,y, zÞ

N
, (Eq. 2)

where N is the total number of voxels in the image. Finally,
frames on which motion correction can effectively be performed

TABLE 1
Dataset Approvals

Dataset Acquisition system Institutional review board Reference number

18F-FDG (n 5 8) Biograph Vision 600 Medical University of Vienna EK1907/2020
68Ga-PSMA (n 5 8) Biograph Vision 600 Medical University of Vienna EK1907/2020
11C-PIB (n 5 6) Biograph Vision 600 Medical University of Vienna EK1907/2020
18F-FDG (n 5 10) uEXPLORER University of California, Davis IRB # 1374902
68.Ga-DOTATATE (n 5 8) uEXPLORER University of California, Davis IRB # 1470016
18F-fluciclovine (n 5 8) uEXPLORER University of California, Davis IRB # 1470016
82Rb (n 5 11) Biograph mCT Rigshospitalet Copenhagen H-15009293

FIGURE 1. FALCON algorithm begins by selecting frames eligible for
motion correction using customized threshold for NCC. These frames are
then embedded in gaussian scale space pyramid and registered using
multiscale registration. As resolution decreases, image similarity increases.
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were identified using the following criteria:

Ii, j j mNCCi, j.0:6 �maxi, jðmNCCi, jÞ, (Eq. 3)

where Ii, j represents the set of images with a corresponding mean
NCC (mNCCi, j ) greater than 60% of the maximum mean NCC
across all frames.

A threshold of 60% was chosen as the minimum acceptable level of
similarity for an image to be considered a candidate frame in a dynamic
series. The rationale behind this threshold is that an image with a mean
NCC of more than half of the observed maximum mean NCC in a
dynamic series is likely to have sufficient similarity to the reference
image, making it a good candidate for motion correction.

Motion Correction Methodology and Scale Space
Motion correction was performed on only the candidate frames using

2 sequential steps. First, an affine alignment was used to correct for
global motion, such as movement of the head and extremities. Second,
a Greedy diffeomorphic approach was used to account for precise non-
rigid motion such as lung deformation, intestine movement, and bladder
distention. The diffeomorphic approach is “greedy,” as the optimization
is performed by making a locally optimal choice to find a global opti-
mum subsequently (18). The paradigm uses a nonlinear optimization
approach to align 2 images by iteratively deforming one image to the
other by maximizing their similarity metric. In both steps, images are
registered in gaussian scale space following a multiscale alignment
approach (Fig. 1). Specifically, the algorithm conducts affine and dif-
feomorphic alignment between images starting at a coarse scale that is
then used to initialize registration at the next finer scale, a process
repeated until it reaches the finest possible scale. The multiscale meth-
odology has several advantages that facilitate fast and robust alignment
of images: first, the computational load is reduced significantly since
most iterations are performed at the coarse levels of the pyramid. Sec-
ond, the algorithm is less likely to get trapped in a local optimum
because the initial search is performed on a coarse grid (19). In addition,
using an approach with gaussian scale space improves the similarity
between early and late frames in an image sequence by suppressing
high-frequency information, such as noise in the early frames and struc-
tural information in the late frames (Fig. 1).

Unlike most registration algorithms, which apply a normalized-
mutual-information metric, we chose the NCC as the similarity metric.
Our choice was guided by the understanding that the normalized-
mutual-information metric is poorly suited to deformable registration
because of the many degrees of freedom, which lead to nonrealistic
spatial deformations (12,16). In contrast, the NCC metric uses small-
volume patches and is therefore much more constrained, thus resulting
in more realistic alignments (12).

Mathematically, we can represent the images being registered as I1
and I2 and the deformation field as f: The NCC between the images is
then given by…

NCCðI1, I2,fÞ5
P

xeVðI1ðxÞ2mI1 ÞðI2ðfðxÞÞ2mI2 ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
xeVðI1ðxÞ2mI1 Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
xeVðI2ðxÞ2mI2 Þ2

q ,

(Eq. 4)

where mI1 and mI2 are the means of the images I1 and I2, and omega
is the domain over which the NCC is calculated. The Greedy diffeo-
morphic algorithm aims to find a deformation field f that maxi-
mizes the NCC.

Software Implementation
The software is built around the Greedy Registration Toolkit (12)

and Kitware’s Insight Segmentation and Registration Toolkit (20,21).
A comprehensive exposition on the image registration procedure and
the corresponding hyperparameter specifications can be found in the

supplemental materials (available at http://jnm.snmjournals.org). Im-
ages are aligned at 3 different resolution levels of a scale space pyra-
mid: coarse (one-eighth resolution), medium (one-fourth resolution),
and fine (original resolution) (19). Moreover, the user can select the
number of maximum iterations for aligning the images at each resolu-
tion level, with 100, 50, and 25 (coarse, medium, and fine, respec-
tively) iterations set as the default, which proved to be a solid choice
on testing during development to compromise speed and robustness.
The software runs the alignment in parallel by default, and the speed
of the motion correction increases with the number of available
central-processing-unit cores.

The code for FALCON is freely available under an open-source
license. Interested users can access the code by visiting the FALCON
GitHub page (https://github.com/QIMP-Team/FALCON). The code is
regularly updated and maintained by the FALCON development team.
Instructions for downloading and installing the software can be found
on the GitHub page. Sample videos of before and after motion correc-
tion can be found on YouTube (http://bit.ly/3FXxDO0).

Performance Assessment
We applied the developed software to studies of patients with various

cancer types who underwent dynamic imaging procedures using differ-
ent tracers on 2 different PET/CT systems (Siemens Biograph Vision
600 and United Imaging uExplorer). Specifically, 3 separate studies
were acquired using the Biograph Vision 600 (axial field of view,
26 cm). In the first study, 8 lung cancer patients (47–77 y old, 50–88 kg,
4 women and 4 men) underwent WB PET using 18F-FDG as a tracer
(injected dose, 309 6 52 MBq). Likewise, 8 additional prostate cancer
patients (51–77 y, 63–164 kg) underwent WB PET using 68Ga-PSMA
as a tracer (injected dose, 1616 22 MBq). The acquisition protocol for
both studies was identical. After intravenous injection of the activity, a
6-min dynamic scan with the bed fixed at the chest region was followed
by a 60-min dynamic WB PET scan consisting of 14 continuous-bed-
motion passes. From the 66-min PET acquisition, only the continuous
6- to 66-min WB PET scan was considered for motion correction since
it covered the entire body. The PET list-mode data were rebinned into a
dynamic frame sequence (6 3 180 s and 83 330 s). In the third study,
6 patients with cardiac amyloidosis (48–82 y old, 58–91 kg, 2 women
and 4 men) were scanned using 11C-Pittsburgh compound B (PIB)
(703 6 51 MBq), and a 25-min list-mode acquisition with continuous-
bed-motion passes was initiated from 10 min after injection. The list-
mode data were subsequently rebinned into a 5 3 300 s dynamic
sequence. Images of all studies were reconstructed into 220 3 220
matrices (voxel size, 3.33 3.33 2.0 mm) using 3D point-spread func-
tion plus time-of-flight ordered-subsets expectation maximization with
all corrections applied.

In addition, 3 studies with different tracers were acquired using the
uEXPLORER (axial field of view, 194 cm). In the first study, 10
patients with genitourinary cancer (56–82 y old, 64–101 kg, 9 men and
1 woman) underwent a 60-min PET list-mode acquisition after injection
of 18F-FDG (351 6 17 MBq); the acquisition was subsequently
rebinned into a dynamic frame sequence (63 10 s, 23 30 s, 63 60 s,
5 3 120 s, 4 3 180 s, and 6 3 300 s). In the second study, 8 patients
with recurrent prostate cancer (66–90 y old, 71–109 kg) were scanned
using 18F-fluciciclovine (310 6 4 MBq), with the resulting list-mode
data being rebinned into a 25-min dynamic frame sequence (12 3 5 s,
3 3 10 s, 3 3 30 s, 6 3 60 s, and 8 3 120 s). In the third study, 8
patients with neuroendocrine tumors (49–92 y old, 47–102 kg, 3 men
and 5 women) underwent a 20-min list-mode acquisition using 68Ga-
DOTATATE (181 6 18 MBq) starting at 60 min after injection, with
the data rebinned into a dynamic frame sequence (20 3 60 s). All
images acquired using the uEXPLORER were reconstructed into 1503
150 matrices (voxel size, 4 3 4 3 4 mm) using 3D time-of-flight
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ordered-subsets expectation maximization with all corrections (except
for point-spread-function modeling).

As a result, the performance of the motion correction algorithm was
evaluated for 5 tracers (18F-FDG, 68Ga-PSMA, 11C-PIB, 18F-flucici-
clovine, and 68Ga-DOTATATE) using 3 different measures. First, cor-
rection of overall gross body motion across the dynamic sequence was
assessed on the basis of the volume mismatch between the individual
WB image volumes. Specifically, a 3D body surface was determined
semiautomatically using thresholding across the dynamic sequence,
thereby defining a body volume for each frame. The so-derived body
volumes were then subtracted in 3D space from the reference body
volume (last) frame, yielding a mismatch volume (mm3). Mismatch
volumes were determined for both the motion-corrected and the uncor-
rected dynamic sequences. The percentage decrease in mismatch
volume was then used to measure motion correction performance con-
cerning gross body motion artifacts. In addition, the segmented body
volumes were averaged across the frames for both the motion-
corrected and the uncorrected dynamic sequences for all tracers. The
resulting penumbra images, or the probabilistic binary masks, ranged
from 0 to 1, where 0 indicates complete mismatch and 1 indicates
complete overlay. This approach was especially useful in evaluating
the motion correction performance for the head and extremities. The
proposed approach is analogous to the calculation of a Dice coeffi-
cient. However, it is much more sensitive in highlighting mismatches.

Second, to evaluate the accuracy of the developed method to correct
for involuntary motion within the torso due to respiration, the superior
surface of the liver (termed the liver dome) was defined manually by a
nuclear medicine expert in 3 coronal slices that were 2 cm apart in all
motion-corrected and uncorrected images. The absolute difference
between the so-defined liver dome of the reference frame (last) and all
other dynamic frames was calculated and compared for both motion-
corrected and uncorrected images for all tracers. Finally, the absolute
average distance (mm) was reported.

Third, to evaluate the impact of the motion correction algorithm on
lesion intensity in clinical oncologic scans, we manually defined a small
(,10 cm3) tumor tissue nodule on the average image of the dynamic
series of each patient and calculated the associated SUVmean. Only
small tumors (,10 cm3) were selected because they were more prone
to motion artifacts. The tumors were segmented by a nuclear medicine
physician using a semiautomated segmentation tool (PETTumorSeg-
mentation plugin, 3D Slicer, version 5.2.1) proposed by Beichel et al.
(22). The SUVmean was then compared between the motion-corrected
and uncorrected average images. The hypothesis was that an increase in
SUV should be seen after motion correction
because smearing of activity due to motion
artifacts is removed.

Robustness and Stability
In addition to the 3 performance measures,

we used a fourth measure to characterize the
robustness of our algorithm. An ideal diffeo-
morphic registration algorithm must perfectly
align the 2 disparate images and not introduce
notable intensity changes during the alignment
process. Extreme deformations are observed
in the different phases of the contracting heart.
We used gated cardiac images to test the
robustness and stability of FALCON in pre-
serving image topology and avoiding the in-
troduction of artifacts or intensity changes
while handling large deformations. To test
the performance of the motion correction,
we applied our motion correction algorithm
to gated myocardial data obtained using 82Rb

PET performed on a Siemens Biograph mCT scanner. This study com-
prised 11 healthy volunteers who underwent rest myocardial perfusion
scans using 82Rb. Each dataset was reconstructed into 8 electrocardio-
gram phases using an optimized reconstruction window (23). All 8
electrocardiogram phases (including the end-systolic phase) were core-
gistered to the end-diastolic phase. An ideal image-registration algo-
rithm will fully align the end-systolic volume with the end-diastolic
volume, yielding stroke volumes and left ventricular ejection fractions
of 0 mL and 0, respectively. Although clinically irrelevant, the align-
ment of all electrocardiogram phases with end-diastole will probe the
ability of FALCON to handle large deformations quantitatively. The
volumetric analyses were performed in QPET (Cedars-Sinai).

Besides volumetric analyses, left ventricular wall motion is reported
for the septum (basal, midventricular, and apical parts) before and
after motion correction. In theory, the ideal registration of all phases
to the end-diastolic phase would reduce motion to 0 mm for each seg-
ment. In contrast, any motion greater than 0 mm reflects residual
motion in the image after motion correction. We also report the true
motion observed in the heart before motion correction, thus providing
insight into how much the motion is constricted when TB motion cor-
rection is used. We also investigated the change in intensity introduced
by motion correction by generating gated mean images before and
after motion correction and compared their line profiles with the refer-
ence diastolic phase.

In addition, we quantified the intensity change introduced by the dif-
feomorphic registration process in noncardiac tracer studies by manu-
ally segmenting the brain, kidneys, liver, and spleen in all dynamic
frames before and after motion correction. Mean activities (Bq/mL)
from all 4 regions were derived for frames before and after motion cor-
rection, and the absolute percentage difference was reported.

Statistical Analysis
To test whether applying the motion correction algorithm signifi-

cantly decreased gross body motion across frames, mismatch volumes
derived from the motion-corrected and uncorrected dynamic images
were compared using a 2-sample t test. Moreover, a 2-sample t test was
used to determine whether the absolute average distance between the
liver dome defined in the reference frame and all other frames differs
before and after motion correction. To determine whether SUVs in small
tumor nodules increase significantly after motion correction, a paired
t test was applied between the SUVs before and after motion correction.
A P value of 0.05 was assumed to indicate statistical significance.

FIGURE 2. Penumbra images generated before (2) and after (1) motion correction for various tra-
cers. Penumbra around extremities is significantly reduced after motion correction.
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RESULTS

Selection of Frames for Motion Correction
The candidate frames for motion correction varied depending on

the tracer and subject. Therefore, we report the median and interquar-
tile range for each tracer. For dynamic studies using the 18F-FDG
and 18F-fluciclovine tracers on the uEXPLORER system, the candi-
date frames started after 2.5min (0.7) and 1.8min (1) after injection,
respectively. For 68Ga-DOTATATE scans obtained during the equi-
librium phase (60–80min after injection), the candidate frames
started after 2.56 0.7 min and 1.86 1.0 min after injection, respec-
tively. Likewise, for WB imaging studies of 18F-FDG and 68Ga-
PSMA involving continuous-bed-motion passes (6–66min after
injection), the candidate frames started 6min after injection. Finally,
for 11C-PIB (10–35min after injection), the candidate frames began
10min after injection. Only the candidate frames were subsequently
used for motion correction and evaluation purposes.

Correction of Gross Anatomic Motion
Figure 2 shows examples of the penumbra images across the

dynamic WB sequence when accounting for gross motion com-
pared with voxel overlap obtained using the uncorrected image
volumes. The figure demonstrates improvement in voxel overlap
after motion correction, and this improvement can be most clearly
appreciated in the decreased shades of the penumbra around the

extremities (arms and legs) and the head.
Quantitative assessment of gross motion cor-
rection showed a substantial reduction in
both volume mismatch and the associated
variance across the dynamic sequence and
various tracers (Fig. 3). On average, volume
mismatch decreased by about 50% for 18F-
FDG, 18F-fluciclovine, and 68Ga-PSMA im-
age volumes, whereas for 11C-PIB and
68Ga-DOTATATE, it decreased by about
40%. The extended metrics are shown in
Table 2.

Correction of Involuntary Organ Motion
Figure 4 demonstrates virtually perfect

alignment of the liver dome across the dy-
namic sequence in 70% of frames after
motion correction. After motion correction,
the absolute average distance across the
dynamic frames was significantly lower

than that determined for the uncorrected images (P , 0.05), as
seen in Table 3.

Correction of Tumor Tissue Motion
Mean tumor SUVs showed a trend toward an increase in average

tracer concentration (15%, P, 0.01) between non–motion-corrected
images (4.06 2.2) and motion-corrected images (4.66 2.2) (Fig.
5). However, we also observed slight decreases in average tracer
concentration in some tumors (presumably tumors without motion)
because of the effect of reslicing small volumes.

Assessment of Motion Correction
Robustness
Figure 6 shows a representative comparison between the diastolic

myocardium and the motion-corrected systolic myocardium from
the gated 82Rb images. Our results indicate a substantial decrease
(76% 6 3%) in stroke volume after motion correction (from
586 17mL to 146 4mL, P, 0.01), without leading to anomalous
or aberrant distortions in the resulting images. After motion correc-
tion, the residual left ventricular wall motion in the basal, mid, and
apical anteroseptal regions was reduced by 86%, 81%, and 73%,
respectively. In addition, from the intensity profiles of the reference
(end-diastolic phase) mean motion-corrected and mean non–motion-
corrected images shown in Figure 6, we observe a better overlay of
the peaks of the line profile for the mean motion-corrected and refer-
ence images than for the mean non–motion-corrected image. The
customized analysis clearly indicates preservation of quantitative
values.
Likewise, for all noncardiac studies with different tracers, the

average absolute percentage difference in intensity in major organs
(brain, kidneys, spleen, and liver) was less than 2%, as shown in
Supplemental Figures 1–3.

DISCUSSION

We introduce an accurate, fully automated, diffeomorphic motion
compensation scheme using both affine alignments and nonrigid
deformations of dynamic WB PET images. The algorithm is stable
and computationally robust in the presence of substantial organ
deformations between image frames, yields subvoxel accuracy in
compensating for involuntary body motion over a large range of

FIGURE 3. Group comparison of average volume mismatch (mm3) before (gray line) and after (pink
line) motion correction across dynamic frames for various tracers and systems. Shaded areas repre-
sent 1 SD. After motion correction, both average volume mismatch and associated variance are sig-
nificantly reduced. p.i5 after injection; SMS5 Siemens; uX5 uEXPLORER.

TABLE 2
Gross Motion Analysis Evaluation for Different Tracer

Studies Using Volume Mismatch Metrics

PET/CT system Tracer

Volume
mismatch

(%) P

uEXPLORER 18F-FDG 466 14 ,0.01

uEXPLORER 18F-fluciclovine 526 9 ,0.01

uEXPLORER 68Ga-DOTATATE 436 11 ,0.01

Biograph Vision 600 18F-FDG 636 8 ,0.01

Biograph Vision 600 68Ga-PSMA 566 10 ,0.01

Biograph Vision 600 11C-PIB 366 13 ,0.05

WHOLE-BODY PET MOTION CORRECTION � Shiyam Sundar et al. 1149



PET tracer distribution patterns, and is independent of the acquisi-
tion system.

Scale Space Theory for Dynamically Changing Uptake Pattern
Although the time course of distribution is specific for each tracer,

the last frame of a dynamic sequence is most commonly selected as
the reference frame for alignment of all previous frames. However,
accurate alignment of the reference frame with early frames
(,10min after injection) is challenging because of the vastly differ-
ent uptake patterns and poor count statistics typical of early frames.
Therefore, motion correction is typically not performed during the
first 10min (11). In our previous work (4,10), we used conditional
generative adversarial networks to generate PET navigators by con-
verting early frames to frames resembling late frames. The idea was
to artificially increase the information in the early frames to resemble
the late frames. However, the proposed approach required de-
dicated hardware (graphics processing unit) and pixelwise spatial
correspondence between image pairs, which demanded extensive net-
work training for different tracers—untenable in clinical routine.
Here, we chose a simplified approach that is computationally

fast, largely tracer-independent, and does not require any special
hardware. First, we identify whether the information in a particular

frame is sufficient for alignment based on
an objective criterion of uptake pattern sim-
ilarity. Second, we embed the images in
gaussian scale space and conduct the align-
ment in multiple resolutions. Doing so
increases image similarity between early
and late frames by suppressing high-
frequency information in both frames (24).
Using this approach, we found that motion
could be corrected for frames later than
about 2min after injection for tracers such
as 18F-FDG and 18F-fluciclovine.

Motion Correction Assessment
Validation of nonlinear motion correc-

tion schemes for organs within the torso is
difficult. In radiology, projects such as the
Nonrigid Image Registration Project have
been established to provide guidelines for
validating nonlinear motion correction

algorithms for MR and CT images (25). Predominantly, these
investigators suggest segmenting a specific volume of interest (e.g.,
liver) in the images to be aligned and quantifying the segmentation
overlap before and after alignment. However, this segmentation is
not practical in PET imaging, as organ contours in dynamic frames
change because of the changing activity distribution and noise over
time. Therefore, consensus on a gold standard is needed in the eval-
uation of nonlinear motion correction algorithms for WB/TB PET
motion correction.
In the absence of such a consensus, validation of our method was

based on a set of complementing measures that collectively provide
a comprehensive assessment of our algorithm’s performance. These
measures test for the ability to correct for gross body motion, to cor-
rect for involuntary movement of a large organ due to respiration
within the torso (liver dome), to correct for smearing effects due to
motion when small nodules are averaged over multiple frames, and
to maintain activity concentration levels even under conditions of
substantial deformation.

Clinical Performance
Evaluation of the clinical viability of the method was based on

alignment of dynamic image sequences with vastly different uptake

FIGURE 4. Group comparison of absolute difference between reference liver dome (last frame)
and remaining dynamic frames for all tracers before (gray line) and after (pink line) motion correction
across dynamic frames. Shaded areas represent 1 SD. After motion correction, absolute difference
is minimized to zero in most cases. p.i5 after injection; SMS5 Siemens; uX5 uEXPLORER.

TABLE 3
Organ Motion Evaluation Due to Respiration Before and After Motion Correction for Different Tracer Studies Using

Absolute Average Distance Between Liver Dome in Reference Frame and Liver Dome in All Other Frames

PET/CT system Tracer

Absolute average distance (mm)

PBefore motion correction After motion correction

uEXPLORER 18F-FDG 2.761.9 (0.0–6.9) 0 (0) ,0.01

uEXPLORER 18F-fluciclovine 4.263.9 (0.7–14) 0.360.4 (0.0–1.3) ,0.01

uEXPLORER 68Ga-DOTATATE 3.361.6 (1.0–7.0) 0 (0) ,0.01

Biograph Vision 600 18F-FDG 5.361.7 (1.6–8.4) 1.260.5 (0.4–2.0) ,0.01

Biograph Vision 600 68Ga-PSMA 4.862.1 (0.9–8.3) 0.660.5 (0.0–1.1) ,0.01

Biograph Vision 600 11C-PIB 1.361.0 (0.0–2.0) 0 (0) ,0.1

Data in parentheses are range.
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patterns. FALCON proved to serve as a strong baseline motion cor-
rection approach that works across different PET/CT systems, tra-
cers, and fields of view. Figures 2 and 3 show the decrease in
volume mismatch across the whole body after motion correction.
Specifically, one can clearly appreciate the improved diagnostic
quality of 68Ga-PSMA images after motion correction (Fig. 5) and
a significant decrease in organ movement caused by respiration.
This result also suggests the potential of this methodology for cor-
recting motion artifacts in respiration-gated data.

Moreover, one of the major concerns of nonlinear motion correc-
tion algorithms is preservation of quantitative aspects of PET data.
We investigated these aspects via the intensity profiles of end-
diastolic (reference) images, mean motion-corrected images, and
mean non–motion-corrected images (Fig. 6) and via multiorgan
analysis (Supplemental Figs. 1–3). Our results showed preserva-
tion of quantitative values even after large deformations, demon-
strated by the improved overlay of line profile peaks in the mean
motion-corrected and reference images compared with the mean

FIGURE 5. Comparison of tumor SUVs from mean images of dynamic series of different tracers before (gray, 2) and after (pink, 1) motion correction.
PET images demonstrate improvement in image quality after correction.

FIGURE 6. Alignment of different gates to end-diastolic phase significantly reduced stroke volume and left ventricular ejection fraction and
increased end-systolic volume. Residual motion in basal, mid, and apical regions also was significantly reduced after motion correction. In addition,
mean images generated with and without motion correction are shown, with their respective line profiles (motion correction in pink and no motion
correction in gray) in comparison to reference diastolic phase (blue). ESV 5 end-systolic volume; LVEF 5 left ventricular ejection fraction; MoCo 5

motion correction.
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non–motion-corrected image. In addition, Figure 5 illustrates im-
proved correction of activity smearing, which is clearly visible in
the non–motion-corrected images. The average time required for
aligning each frame is about 2min for a TB dataset (typical matrix
size, 1503 150 3 486), with processing time increasing linearly
with matrix size. Moreover, using parallel processing on a standard
reconstruction server with 32 central-processing-unit cores, FAL-
CON takes about 10min to correct motion in a dynamic TB dataset
consisting of 29 frames.

Limitations
There are several limitations associated with the current imple-

mentation. First, we used a static attenuation map that is not
motion-corrected; therefore, quantitative errors due to attenuation
mismatches are unavoidable (26,27). Further, intraframe motion is
not addressed in this work. Nonetheless, our results from real-
world dynamic studies indicated that even if intraframe motion is
not considered, correction of interframe motion can contribute sig-
nificantly to the quality of summed and parametric images (Sup-
plemental Fig. 4). Finally, FALCON does not allow correction for
motion at the beginning of a dynamic sequence (,2min after
injection), when the tracer distribution pattern differs substantially
from the reference image. Using FALCON to correct for frames
during the first pass will provide poor results. Our validation stud-
ies suggest that the tracer distribution patterns in image frames
acquired during the initial 120 s are significantly different from the
pattern in the reference image (even at the lowest-resolution
scale), precluding successful application of our method in these
very early frames. Although these frames are generally less impor-
tant from a clinical point of view, they carry information about the
blood input function, which is often of interest to obtain an image-
derived input function for kinetic modeling (28) and quantification
(29). Consequently, motion correction of these early frames will
require a separate alignment strategy.
Finally, because of filling of the bladder, FALCON tends to

warp the semifilled bladder of the moving frames to the filled
bladder of the reference frame. Therefore, care should be taken in
interpreting the bladder area after motion correction. Likewise, we
have observed that FALCON performs poorly in correcting large-
angle joint flexions and extensions, such as large finger motions.

CONCLUSION

The developed motion correction tool, FALCON, allows correc-
tion of rigid and nonlinear motion that might be present in WB
dynamic imaging studies. Our software tool can potentially im-
prove the accuracy of PET scans, ultimately leading to better diag-
nosis and treatment.
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KEY POINTS

QUESTION: Is there a clinically viable method of correcting
motion in WB dynamic PET imaging data?

PERTINENT FINDINGS: FALCON, a fast, fully automated WB
motion correction tool that is independent of vendor, tracer
distribution, and axial field of view, is proposed. FALCON is
based on Greedy diffeomorphic registration paradigms and
shows promise in improving voxel overlap, reducing gross
volume mismatch, and increasing tumor contrast. FALCON is
computationally stable and robust, permitting correction of even
large deformations associated with the beating heart without
leading to topologic or intensity aberrations.

IMPLICATIONS FOR PATIENT CARE: FALCON allows accurate
and consistent correction of motion artifacts in WB PET scans
regardless of the external markers, tracer, or scanner geometry.
Consequently, FALCON might contribute to improved
performance in the clinical setting.
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