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With the growing role of artificial intelligence (AI) in radiol-
ogy, there is concern over the black-box nature of modern AI algo-
rithms. Users of AI often have no way of knowing how or why an
algorithm arrived at a prediction, which makes it difficult for a user
to appraise or critique the quality of the prediction. The group of
methods collectively known as explainable AI (XAI) aims to over-
come this limitation by providing human-understandable explana-
tions of the causal relationships between an algorithm’s inputs and
outputs. XAI’s motivations include promoting trust between clini-
cians and AI systems, enabling detection of errors, and facilitating
informed consent. However, it has been argued that XAI may not in
fact address the needs of clinicians and may also introduce unin-
tended consequences, potentially compromising the purported value
of XAI (1). At the 2022 Society of Nuclear Medicine and Molecular
Imaging annual meeting, we held a debate over the clinical need for
XAI. We summarize that debate here by discussing 5key arguments.
For each argument, we present the case for and against the use of
XAI from the perspectives of data science, clinical practice, and
bioethics.
First, it should be recognized that the term XAI refers to a vari-

ety of approaches, most of which were originally developed for
uses outside of medicine (2). XAI includes interpretable methods
in which AI algorithms are designed to be inherently explainable,
as well as post hoc methods that are applied to already-trained
algorithms. The way that explanations are presented can also vary
(3). In radiology, XAI is often presented through saliency maps,
which highlight the parts of an image that have the most impact on
the model’s predictions. For example, Miller et al. showed how
saliency mapping can highlight the most influential regions of the
myocardium for AI-based diagnosis of coronary artery disease in
SPECT images (4).

IDENTIFICATION OF CONFOUNDING FACTORS

A potential benefit of XAI is that it might help uncover AI biases
caused by confounding factors. The tendency for AI to rely on

shortcuts—spurious correlations unrelated to biomedical pathol-
ogy—is well documented. DeGrave et al. demonstrated how an AI
system learned to mistakenly rely on laterality markings in radio-
graphs for diagnostic predictions (5). XAI could be used as a quality
control method, potentially helping users identify these confounding
factors. Conversely, correlations uncovered by XAI might turn out
to be real but previously unknown biomedical relationships, in which
case XAI could be used as a tool for scientific discovery. The coun-
terargument is that the task of identifying confounding factors should
not be the responsibility of the users. The workflow of a user, which
consists of looking at individual AI predictions during clinical reads,
is not well matched to the workflow required to identify confounding
factors, which requires inspecting XAI explanations across many
samples to discern spurious relationships. In this context, XAI might
be better suited as a quality control tool for developers rather than
for users. Additionally, biases caused by confounding factors will be
better uncovered by comprehensive clinical evaluation of AI algo-
rithms, including learning which patient populations would benefit
from the use of an algorithm.

DETECTION OF ALGORITHMIC ERRORS

Another argument in favor of XAI is that it can help users know
when an AI algorithm errs. XAI can help users know when to fol-
low and when to reject AI predictions based on the plausibility of
the explanation. Also, the additional information provided by XAI
explanations could lead to better failure-mode profiling of a sys-
tem. This could result in a better understanding of the functional
dependencies of a system and its vulnerabilities. On the other
hand, recent evidence suggests that XAI can actually have the
opposite effect and could potentially lead some users to make
more judgment errors (1). The presence of explanations alongside
predictions may further persuade users to follow incorrect outputs
by appearing to corroborate erroneous AI predictions (6).

RELIABILITY OF EXPLANATIONS

Although XAI is in its early stages, it has already provided
meaningful contributions to guiding AI development (5). As the
field matures, the quality of explanations will continue to improve.
Future methods will include more sophisticated explanations beyond
just saliency mapping. However, a major criticism of current XAI
approaches is that their explanations are too unreliable to be
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clinically beneficial. Studies have found inconsistencies in the expla-
nations provided by different XAI techniques and have demonstrated
their sensitivity to clinically inconsequential changes in input images
(7). With different XAI methods providing different explanations,
how can users know which one is correct? And if both the predic-
tions and the explanations can be wrong, this adds another avenue
for an AI system to err. A more fundamental challenge is that expla-
nations from current XAI methods superficially represent the com-
putational complexity that underlies a prediction (3). Additionally,
the best approach for evaluating the quality of an explanation is
uncertain. Different approaches have been used to evaluate XAI,
including user feedback studies, simulation studies, and studies mea-
suring XAI impact on diagnostic accuracy, but each has potential
shortcomings, such as subjectivity, lack of reality, and high costs.
Although the current challenges facing XAI should not dissuade us
from pursuing explainability as a goal, there is no guarantee that
XAI will become sufficiently reliable, especially as AI complexity
continues to increase.

TRANSPARENCY AND TRUSTWORTHINESS

Another potential benefit of XAI is that it could enhance the
transparency and trustworthiness of AI systems. XAI provides
users with a better understanding of an AI system’s reasoning,
which can lead to trust between user and algorithm. Furthermore,
clinicians generally prefer AI systems with XAI over systems
without it (8), and providing them with XAI could lead to broader
adoption of beneficial AI tools. A rebuttal to this argument is that
a mechanistic understanding of how an intervention works is
not necessary for either trust or transparency. Many drugs have
unknown mechanisms of action, yet we learn the conditions under
which they should and should not be used. Furthermore, given the
questionable reliability of XAI, the transparency offered by XAI
may not be the kind of transparency that is valuable and could be
worse than no information at all. As long as developers provide
detailed information on the development and validation of their AI
system, including its expected benefits and risks, the additional
transparency provided by XAI may not be necessary.

PATIENT-CENTERED CARE

Lastly, it can be argued that XAI empowers clinicians to pro-
vide more patient-centered care. Without explainability, clinicians
lack power to adequately critique an AI decision on behalf of their
patient. XAI gives an opportunity for providers and patients to
understand AI decisions, giving both of them greater control over clin-
ical decisions. Additionally, clinicians are accountable for obtaining
informed consent from patients, which may not be well served by
black-box algorithms. The counterargument is that XAI may lead to

less emphasis on patient input and testimony in decision-making,
particularly given the possibility of overreliance on AI systems (9).
Currently, neither AI nor XAI considers patient preferences or values
(10), and XAI may shift clinicians further into a decision-making
mode that assumes that the AI system holds all the knowledge to
guide clinical decisions. Additionally, informed consent has never
required a mechanistic understanding of an intervention, only its
risks and benefits.

CONCLUSION

XAI may play an essential role in the era of collaborative
AI–human intelligence systems within medicine. But the potential
benefits of XAI need to be carefully weighed against potential
risks. A cautious approach to the clinical adoption of XAI is war-
ranted. Future directions for research should include improved
robustness of XAI with more standardized methods of objectively
measuring explanation quality. Furthermore, an understanding of
the multifaceted impact that XAI will have on clinical decision-
making is needed, which will require a concerted multidisciplinary
effort.
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