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The standardization of preclinical imaging is a key factor to ensure

the reliability, reproducibility, validity, and translatability of preclinical

data. Preclinical standardization has been slowly progressing in

recent years and has mainly been performed within a single institution,
whereas little has been done in regards to multicenter standardization

between facilities. This study aimed to investigate the comparability

among preclinical imaging facilities in terms of PET data acquisition
and analysis. In the first step, basic PET scans were obtained in 4 different

preclinical imaging facilities to compare their standard imaging

protocol for 18F-FDG. In the second step, the influence of the per-

sonnel performing the experiments and the experimental equipment
used in the experiment were compared. In the third step, the influ-

ence of the image analysis on the reproducibility and comparability of

the acquired data was determined. Distinct differences in the uptake

behavior of the 4 standard imaging protocols were determined for the
investigated organs (brain, left ventricle, liver, and muscle) due to

different animal handling procedures before and during the scans

(e.g., fasting vs. nonfasting, glucose levels, temperature regulation

vs. constant temperature warming). Significant differences in the
uptake behavior in the brain were detected when the same imaging

protocol was used but executed by different personnel and using

different experimental animal handling equipment. An influence of
the person analyzing the data was detected for most of the organs,

when the volumes of interest were manually drawn by the investigators.

Coregistration of the PET to an MR image and drawing the volume

of interest based on anatomic information yielded reproducible
results among investigators. It has been demonstrated that there

is a huge demand for standardization among multiple institutions.
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Small-animal in vivo imaging has revealed its striking potential
as a research tool to noninvasively study the onset and progression
of multiple diseases (1,2), to evaluate novel PET tracers (3,4), or
to contribute to drug development (1,5,6). It further enables in vivo
therapy monitoring and bridges the gap of straightforward translation
to clinical applications (1,3,7,8). Dedicated hardware has been devel-
oped that facilitates small-animal scanners and their use, for example,
PET, MRI or CT (1,9,10).
There is an ongoing discussion about the reliability, reproduc-

ibility, validity, and translatability of preclinical data (11–15). So
far, the standardization of preclinical imaging has mainly been
performed within a single institution and multiple factors have been
determined that influence the uptake pattern, for example (16–19).
However, standardization is a key factor in certain imaging proce-
dures (e.g., longitudinal studies or therapy monitoring) and its im-
portance should not be understated.
Today, preclinical imaging studies are usually not conducted in

a multicenter approach. The comparison of preclinical imaging results
among different institutes is nevertheless of highest importance to be
able to exploit the published research data, to benefit from it and to
build up on the existing knowledge. Over the last few years, preclinical
multicenter studies have been proposed in biomedical research to
overcome poor translatability from bench to bedside (12,20). However,
the comparison of multicenter studies has so far proven to be challeng-
ing (12,20), whereas clear protocols have been created in the clinical
setting, for example, the response evaluation criteria in solid tumors
(RECIST) guidelines or the European Association of Nuclear Medi-
cine (EANM) procedure guidelines for tumor imaging version 2.0 to
allow comparison of data acquired at multiple institutes (21–23).
This study aimed to investigate the comparability among preclinical

imaging facilities in terms of PET data acquisition and analysis. The
study design is based on determining the 18F-FDG uptake pattern in
healthy mice (same strain, age, and sex) within 4 different preclinical
imaging facilities. Three separate experiments were conducted. In the
first step, basic PET scans were obtained in the 4 laboratories to
compare their standard imaging protocols for 18F-FDG. In the second
step, the influence of the personnel performing the experiments and
the experimental animal handling equipment used in the study were
compared. In the third experiment, we determined the influence of the
image analysis on the comparability of the results.
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MATERIALS AND METHODS

Data are reported in accordance with the ‘‘Animal Research: Report-
ing of In Vivo Experiments’’ guidelines (24).

System Descriptions, Data Acquisition, and Reconstruction

Phantom and animal experiments were performed in 4 different
institutes using different scanners (scanners A and D: Inveon dedicated

PET [DPET; Siemens Healthineers]; scanner B: Inveon MultiModality

[MM] PET/CT [Siemens Healthineers]; scanner C: Focus 220 [Siemens

Healthineers]). Detailed descriptions of the scanners can be found in the

literature (25–28). Emission measurements were performed using the

standard energy and timing window of each institute (Table 1). Emis-

sion list-mode data were acquired for 600 s after a 55-min asleep uptake

followed by a transmission acquisition to correct for attenuation. Trans-

mission data were acquired for each animal immediately after the emis-

sion acquisition, except for experiment 2 (protocol laboratory D and

personnel laboratory D) for which the transmission was acquired before

the experiment, and 1 attenuation file was generated for all animals.

Transmission acquisition in laboratory C was acquired before the emis-

sion scan; Table 1 provides detailed transmission parameters.

The acquired emission data were corrected for decay, dead time and
randoms; normalization was applied. Calibration of the scanner was

performed in-house according to the individual standard protocol.

Reconstruction was performed using the 2-dimensional ordered-subset

expectation maximization algorithm (OSEM2D) using the software

packages and reconstruction parameters as listed in Table 1.

Phantom Experiments

To determine general variations in the overall performance of the

individual scanners, the National Electrical Manufacturers Associa-

tion (NEMA) NU 4-2008 image quality phantom (29) was measured

at each site. The phantom was filled with 3.7 MBq of 18F. The ac-

quired data were reconstructed using OSEM2D without attenuation

correction to prevent a potential influence of the different transmission

measurements. The reconstructed data were analyzed by the same

investigator from laboratory A using a self-written script to determine

the recovery coefficients (RCs), spillover ratios (SORs) in water and

air, and percentage standard deviation (%SD) according to the stan-

dardized NEMA protocol (29).

Mice

All animal experiments were approved by the appropriate govern-

mental agency at each site and were performed according to the local

regulations. In total, 50 healthy female C57BL/6 mice (7–12 wk,

20.18 6 1.60 g [46 animals were used for image analysis]) were

purchased individually by each facility (10 mice per site) from Charles

River Laboratories. The animals were kept on a 12:12-h light–dark

cycle (laboratory B: dim phase before and after a 12:12-h cycle,

laboratory D: 14:10 h) and were supplied with unlimited autoclaved

food and water. In a first experiment, 40 mice were used to evaluate

the laboratory-specific 18F-FDG standard imaging protocol, for which

10 animals were used in each laboratory. Animals were directly de-

livered to each site, arrived at least 1 wk before the start of the

experiment, and were housed in each laboratory animal facility (lab-

oratories A, B and D: specific-pathogen-free isolated ventilated cages;

laboratory C: individual-ventilated polysulfone type III cages). In a

second experiment, 10 animals were used in laboratory D to determine

the influence of animal handling, movable animal handling equipment,

and personnel on the reproducibility.
Supplemental Tables 1A and 1B (supplemental materials are

available at http://jnm.snmjournals.org) provide a detailed overview

of the number of animals used for each individual group and analysis,

the animal facilities, the mean body weight of each individual group,
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the measured glucose levels, and the mean injected activity 55 min

after injection for each group.

Experiment 1: Laboratory-Specific 18F-FDG Standard

Imaging Protocol

To determine differences based on the individual laboratory-
specific 18F-FDG standard imaging protocols, 7–10 healthy female

C57BL/6 mice were measured at each site (Supplemental Table

1A). Each laboratory used its standard 18F-FDG protocol, including

the standard animal preparation (with or without fasting), heating de-

vices, animal beds, and anesthesia systems. The preset conditions that

each laboratory was asked to follow included isoflurane for anesthesia, an

asleep and warmed uptake time of 55 min, followed by a 10-min emis-

sion scan and the standard transmission scan to correct for attenuation.

Standard Imaging Protocols

Scanner/Laboratory A. All animals were fasted 10 h before the first
injection. The mice were anesthetized with 1.5% isoflurane vaporized in

1.0 L/min of oxygen gas (mixture not moisturized) using a dedicated

vaporizer (Vetland). Blood samples were taken by a retrobulbar puncture

to determine glucose levels before tracer injection using the Glucose

2011 device (HemoCue GmbH). A catheter was placed in a lateral tail

vein, and 12.03 6 0.38 MBq of 18F-FDG was injected as a bolus

(volume ;100 mL) followed by a saline flush (volume ;50 mL). The

mice were kept under anesthesia in a warmed (constant temperature)

anesthesia box to ensure an asleep uptake of tracer for 55 min and

then transferred to the standard Inveon animal bed covered with a

heating pad (CWE Inc.) for PET acquisition. The animals were mea-

sured consecutively. During the PET scan, the body temperature was

maintained at 37�C using a rectal probe with a feedback control unit

(TC-1000; CWE). The respiratory rate was not monitored during the

scan, and the isoflurane concentration was kept constant. Emission

scans were carried out between 8:30 AM and 1:30 PM.

Scanner/Laboratory B. All animals were fasted 2 h before the first

injection. The animals were anesthetized with 1.5%–2.0% isoflurane

vaporized in 0.8 L/min of oxygen gas (anesthesia was manually ad-

justed depending on respiration rate, mixture was not moisturized)

using a dedicated vaporizer (Vetland). Blood samples were taken by

a puncture of a tail vein to determine glucose levels before tracer

injection using a Freestyle Freedom Lite device (Abbott Diabetes Care

Inc.). A catheter was placed in a lateral tail vein, and 12.00 6 0.53

MBq of 18F-FDG was injected as a bolus followed by a saline flush.

The mice were kept under anesthesia in a warmed (temperature 38�C)
anesthesia box to ensure an asleep uptake of tracer for 55 min and then

transferred to the standard Inveon animal bed covered with a heating

pad (BioVet, m2m imaging corp.) for PET acquisition. The heating

pad was set to 37�C without a feedback control unit. The respiratory

rate was monitored (43.46 16.4 respirations per minute [rpm, n5 9])

by placing a respiratory sensor underneath the animal (BioVet). The

animals were measured consecutively. Emission scans were carried

out between 10 AM and 3:05 PM.
Scanner/Laboratory C. Animals were fasted individually starting 6

h before the tracer injection. For this, the respective animals were

transferred in a new cage and held separately for 6 h based on the

planned tracer injection time. The mice were anesthetized with 1%–

2% isoflurane vaporized in approximately 0.5 L/min of oxygen gas

(anesthesia was manually adjusted depending on respiration rate, mix-

ture was moisturized) using a dedicated vaporizer (Vaporizer Sigma

Delta, UNO BV). Blood samples were taken by a puncture of a leg

vein to determine glucose levels before tracer injection using the

Freestyle Lite device (Abbott Diabetes Care Inc.). A catheter was

placed in the lateral tail vein, and 6.61 6 1.90 MBq of 18F-FDG

diluted in 100 mL of saline was injected as a continuous infusion of

1 min, followed by flushing the catheter for 30 s with saline (volume:

100 mL). The mice were placed on warmed animal beds (BioVet, m2m

imaging corp.) and kept under anesthesia for the uptake time. Tem-

perature of the heating device (BioVet, m2m imaging corp.) was set to

38�C without a feedback control unit. Two animals were measured

simultaneously, placed side-by-side. The respiratory rate and temper-

ature (sensors were placed underneath the animals) were monitored

(SA Instruments Inc.) of 1 animal per scan. Of 10 animals, 7 were

used for analysis; 3 died during the preparation. Emission scans were

carried out between 1:55 PM and 5:30 PM.
Scanner/Laboratory D. All animals were not fasted. The animals were

individually anesthetized with 1.8 6 0.2% isoflurane vaporized in 0.6 L/

min of oxygen gas using dedicated vaporizers (Ohmeda Isotec 4, GE

Healthcare; anesthesia was manually adjusted depending on respiration

rate, mixture was moisturized). Blood samples were taken by a puncture

of the saphenous vein to determine glucose levels before tracer injection

using a Contour XT device (Ascendia Diabetes Care Deutschland GmbH).

A catheter was placed in a lateral tail vein, and 8.04 6 0.75 MBq of 18F-

FDG was injected as a bolus (injection and flush volume: 100 mL). The

mice were kept under anesthesia in a warmed (constant temperature)

anesthesia box to ensure an asleep uptake of tracer for 55 min and then

transferred to a heated double-mouse animal bed (Minerve; temperature

set to 37�C) for PET acquisition. Two animals were placed side-by-

side and measured simultaneously. The respiratory rate of one animal

was monitored using a respiratory pad underneath the animal (BioVet,

m2m imaging corp.); the respiratory rate of the second animal was

monitored intermittently by visual inspection. Anesthesia was adapted

individually to achieve a respiratory rate between 60 and 80 breaths

per minute (70.96 9.9 rpm [n5 8]). The acquisitions of 2 animals had

to be repeated 3 days later due to a misalignment within the field of

view. Emission scans were carried out between 11:30 AM and 2:30 PM.

Supplemental Table 2 provides a detailed comparison of the standard
imaging protocols and equipment in experiment 1 for each laboratory.

All reconstructed images from the different laboratories were
analyzed nonblinded by 1 person using the software package Inveon

Research Workplace (IRW, Siemens Healthineers, version 4.2). For the
brain, the PET data were manually registered to an MRI atlas image

template (created in-house, same animal strain), and a 3-dimensional
volume of interest (VOI) was drawn over the entire brain (volume:

516.2 mm3) and transferred to the PET images. The same brain VOI
was used for all images. To determine the uptake in the left ventricle, a

cylindrical VOI was placed over the entire heart, and a fixed threshold
(72.8% of the maximum VOI value, visually assigned using the first

dataset) was applied for all images (volume: 19.7–47.5 mm3). For the
liver (volume: 34.1 mm3) and muscle (volume: 14.4 mm3), VOIs were

drawn on the first dataset, and the same VOIs were used for all datasets.
VOIs for the liver and muscle did not cover the entire organ.

Experiment 2: Influence of Animal Handling and Personnel

on Data Comparability

To determine the impact of animal handling and personnel on the
comparability of 18F-FDG uptake and quantification, 10 healthy fe-

male C57BL/6 mice were measured in laboratory D using 3 different

setups/protocols (Supplemental Table 1B and Supplemental Fig. 1):

1. Standard imaging protocol of laboratory D, animal handling equip-

ment (anesthesia and temperature units, glucose level devices) of

laboratory D, and personnel of laboratory D performing the scans

(experiment was performed within 11 AM–1 PM).
2. Standard imaging protocol of laboratory A, animal handling equip-

ment of laboratory D, and personnel of laboratory D performing the

scans (experiment was performed within 9 AM–1:45 PM).
3. Standard imaging protocol of laboratory A, animal handling equip-

ment of laboratory A, and personnel of laboratory A performing the

scans (experiment was performed within 9 AM–1:45 PM).

MULTICENTER PRECLINICAL PET REPRODUCIBILITY • Mannheim et al. 1485



The respective imaging protocols of laboratories A and D were
executed as described in experiment 1. The 3 different setups were

scanned with at least a break of 4 d in between to allow the animals to

recover and to avoid potential influences due to repeated anesthesia.

Detailed information on injected activity, measured glucose levels, and

body weight of the animals can be found in Supplemental Table 1B.

Image analysis was performed nonblinded by the same person as in
experiment 1 using the same approaches for the individual VOIs. One

mouse was excluded from the data analysis due to unilateral abnormal
kidney uptake.

Experiment 3: Influence of Image Analysis on

Data Comparability

To investigate the impact of the image analysis on the data
comparability, the datasets acquired in experiment 2 were analyzed

by trained personnel from laboratories A and D using their individual
standard analysis for the respective organs. The investigator from

laboratory A was the same person, who analyzed the datasets for
experiments 1 and 2. The analysis was performed nonblinded and

performed as previously described. The investigator from laboratory D
used the software package IRW (Siemens Healthineers, version 4.2.0.8)

to create VOIs for the left ventricle, liver, and
muscle, and the software package PMOD

(PMOD Technologies, version 3.703) for the
brain VOI. This analysis was performed using

blinded datasets. The PET image was regis-
tered to an MRI brain template provided with

the software, and a VOI covering the entire
brain based on the corresponding template was

loaded. VOIs for the left ventricle were created
using a fixed VOI cylinder covering the en-

tire organ and by individually applying a
threshold (50% of the maximum VOI values;

threshold was visually assigned using a step-

wise color scale for the first image; volume left
ventricle: 64.80 - 121.90 mm3). For the liver

and the muscle, individual VOIs were drawn
for each animal (volume liver: 37.9–113.7 mm3,

muscle: 20.2–76.8 mm3).

Statistical Analysis

The acquired data were tested for statistical

significance using the JMP software package

(SAS Institute, version 11.1.1). The Tukey–

Kramer test was used to compare differences

between the laboratory-specific 18F-FDG stan-

dard imaging protocols (experiment 1). Statis-

tically significant differences in experiment 2

were calculated with the 1-sample t test (com-

parison of imaging data and glucose levels ac-

quired in laboratory D) and the 2-sample t test

(comparison of imaging data acquired in labora-

tory D to the imaging data acquired in labo-

ratory A). The 2-sample t test was applied to

determine differences between the 2 time

point measurements of scanner D. Statistical

FIGURE 2. Experiment 1: laboratory-specific 18F-FDG standard imaging protocols. Quantitative

analysis (%injected dose/mL [%ID/mL]) of 18F-FDG uptake is depicted for the brain (A), left

ventricle (B), liver (C), and muscle (D) for the 4 laboratories (laboratories A, B, and D: n 5 10,

laboratory C: n 5 7). Data were reconstructed using OSEM2D without attenuation correction. Box

plots show group means, 25% and 75% confidence intervals, 1 upper and lower SD of the mean,

and all individual data points. Test results that were statistically significant using the Tukey–
Kramer test (with α 5 5%) after Bonferroni–Holm correction (applied separately for each organ)

are marked with asterisk.

FIGURE 1. Image quality phantom data. RCs for different rod sizes (A), SOR for water and air (B), and %SD as a measure of noise (C) for all 4

scanners are depicted. Data were reconstructed using OSEM2D without attenuation correction. Exp 5 experiment.
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analysis for experiment 3 was performed using the 1-sample t test. For all

statistical tests, the a-level was set to 0.05, and the Bonferroni-Holm
method was applied to correct for multiple comparisons (applied sepa-

rately for each organ). Test results that were statistically significant are
marked with an asterisk (*). The data are represented as the mean6 SD.

RESULTS

Phantom Experiments

Figure 1 depicts the RCs (A), the SORs in water and air (B), and
the %SD (C) for the evaluated scanners. The RCs of all scanners
were overall in a comparable range. Scanner C revealed the lowest
recovery coefficients for the 3 smallest rods due to the lower
scanners’ sensitivity and wider energy window used compared
with scanner’s A, B, and D (30). The highest RC for the largest rod
was detected for scanner D (second acquisition). The highest SOR
in water and air was determined for scanner C and the lowest SOR
for scanner B. The determination of the %SD as a measure of noise
yielded the highest %SD for scanner C, whereas the first acquisition
with scanner D revealed the lowest %SD. The comparison of the
RCs, SOR, and %SD of the 2 acquisitions performed with scanner
D revealed reproducible values.

Experiment 1: Laboratory-Specific 18F-FDG Standard

Imaging Protocol

Figure 2 illustrates the percentage injected dose per milliliter
(%ID/mL) for the brain (A), left ventricle (B), liver (C), and
muscle (D) for the respective 18F-FDG standard imaging protocols
of each laboratory. Figure 3A depicts representative images of the In
vitro biodistribution. The data were reconstructed using the OSEM2D
algorithm, and no attenuation correction was applied. Supplemental
Figure 2 depicts the results with attenuation correction.
For the brain, the lowest mean%ID/mLwasmeasured in laboratory

D, whereas the highest uptake was identified in laboratory C. The
same pattern was identified for the liver and the muscle. Left ventricle
uptake was the lowest using the standard imaging protocol of labo-
ratory A and the highest in laboratory C.
Figure 4A depicts the measured glucose levels before the tracer

injection, showing that the highest mean glucose levels were mea-
sured in laboratory C, and the lowest glucose
levels were measured in laboratory B.

Experiment 2: Influence of Animal

Handling and Personnel on

Data Comparability

Figure 5 shows the 18F-FDG uptake rep-
resented as %ID/mL in the brain (A), left

ventricle (B), liver (C), and muscle (D) for

experiment 2. Figure 3B depicts representa-

tive images of the in vivo biodistribution.

The data were reconstructed using OSEM2D,

and no attenuation correction was applied.

Supplemental Figure 3 depicts the results for

this experiment with attenuation correction.
Significant differences in the %ID/mL

brain uptake of the data acquired in labora-

tory D by the personnel from laboratories A

and D using the same imaging protocol

were revealed. Furthermore, significant dif-

ferences in the uptake were found for the

liver when the personnel of laboratory A

performed the experiments (using their own

imaging protocol and equipment) in labora-

tory A and laboratory D.
Significant differences between the re-

sults obtained by the personnel of laboratory

D executing imaging protocol 1 and 2

were detected for the brain.

FIGURE 3. Representative images of 18F-FDG biodistribution. (A) Ex-

periment 1: laboratory-specific 18F-FDG standard imaging protocols. (B)

Experiment 2: influence of animal handling and personnel on the data

comparability. Lab 5 laboratory.

FIGURE 4. Glucose levels. (A) Laboratory-specific 18F-FDG standard imaging protocols. Blood glu-

cose levels for the animals before 18F-FDG injection (laboratories A, B, and D: n5 10, laboratory C: n5
7) are shown. Glucose parameters were measured with standard glucose device of each laboratory.

Tukey–Kramer test was used to determine statistical significance. (B) Influence of animal handling and

personnel on data comparability. Blood glucose levels for the animals before 18F-FDG injection are

shown for the 3 setups (protocol and personnel laboratory D, protocol laboratory A and personnel

laboratory D, protocol and personnel laboratory A). The 1-sample t test was used to determine signif-

icant differences. Box plots show groupmeans, 25% and 75% confidence intervals, 1 upper and lower

SD of the mean and all individual data points. Test results that were statistically significant (with α 5
5%) after Bonferroni–Holm correction (applied separately for each test) are marked with asterisk.
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Figure 4B depicts the corresponding glucose levels for the
animals scanned in laboratory D using the 3 different setups,

and Supplemental Figure 4 illustrates the glucose levels for

each animal individually. The nonfasted animals for the imag-
ing protocol of laboratory D demonstrated the highest mean

glucose levels, whereas the glucose levels for imaging protocol 1

(fasted animals) on both acquisition days were in a comparable
range.
Furthermore, a comparison of the data acquired in laboratory D

for experiments 1 and 2 was conducted and is depicted in Supple-

mental Figure 5 (brain [A], left ventricle [B], liver [C], and muscle
[D]). Supplemental Figure 6 depicts the results for this comparison

with attenuation correction. Significant differences for the 2 exper-

iments were observed for the %ID/mL uptake in the muscle.

Experiment 3: Influence of Image

Analysis on Data Reproducibility

Figure 6 illustrates the investigation of a
potential influence of the image analysis on

the data reproducibility (brain [A], left

ventricle [B], liver [C], and muscle [D]),
and Supplemental Figure 7 depicts the

%ID/mL uptake for each organ (brain [A],

left ventricle [B], liver [C], and muscle [D])
and animal individually.
The uptake value in the brain was not

influenced by the image analysis. However,

for both the left ventricle and the liver, sig-

nificant differences between the 2 analysis
methods were detected for all 3 setups. In-

terestingly, for the protocol and personnel

of laboratory D, significant changes due to
the image analysis were observed for the

muscle.

DISCUSSION

The comparability, reliability, and repro-
ducibility of preclinical imaging data are

of profound importance to ensure the
scientific integrity of the acquired data, to

enhance their validity, and to foster the role

of preclinical imaging in basic and trans-

lational research. Despite many efforts to
standardize procedures within imaging lab-

oratories, only minor steps have been taken

to assess the standardization progress and to

enhance it. This effort is particularly impor-
tant with regard to planned and retrospec-

tive multicenter studies, which have thus not

been executed in preclinical imaging. This
study aimed to determine potential differ-

ences between laboratory-specific standard

PET imaging protocols, as well as a poten-

tial impact of animal handling, experimental
equipment, and personnel performing the scans

on the reproducibility and comparability

of the acquired data.
We acquired PET scans in 4 different

institutes. To ensure the proper performance

of each scanner, the NEMA NU 4-2008

image quality phantom was measured

according to the NEMA guidelines (29). All 4 scanners revealed
comparable performance values in regard to the RCs, SORs in

water and air, and %SD (Fig. 1). Most of these values were also

comparable to values reported in the literature (30,31). SORs in

air were higher in our study than those in the literature because
we did not perform attenuation correction to diminish potential

influences on the data due to different attenuation correction meth-

ods for the various scanners (CT vs. 57Co source), which has been
previously demonstrated to have a tremendous effect on the quan-

tification (32).
The uptake of 18F-FDG in 5 different organs was determined

using the standard imaging protocol of each laboratory (experiment
1). Distinct differences in the uptake behavior of all 4 protocols
were observed due to, for example, different animal handling procedures

FIGURE 5. Experiment 2: Influence of animal handling and personnel on data comparability.

Quantitative analysis (%injected dose/mL [%ID/mL]) of 18F-FDG uptake is depicted for the brain

(A), left ventricle (B), liver (C), and muscle (D) for the 3 studies (n 5 9) in laboratory D and

compared with data from laboratory A from experiment 1 (n 5 10). Data were reconstructed

using OSEM2D without attenuation correction. Box plots show group means, 25% and 75%

confidence intervals, 1 upper and lower SD of the mean, and all individual data points. Test

results that were statistically significant (with α 5 5%) after Bonferroni–Holm correction (applied

separately for each organ) using the 1-sample t test (comparison of data acquired in laboratory D)

and the 2-sample t test (comparison of data acquired in laboratory D to data acquired in labo-

ratory A) are marked with asterisk. Lab 5 laboratory.
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before the scans and different animal facilities microenvironments
(Fig. 2 and Supplemental Table 2).
All laboratories used different fasting protocols. Because the

animals in laboratory C fasted individually for 6 h, whereas animals
in laboratory A fasted for 10 h, the same trend of uptake values for
both laboratories was expected in the respective organs, although this
was not the case in our study. In fact, significant uptake differences in
the brain, left ventricle, and liver were detected. The differences
between both imaging protocols despite the duration of the fasting
(6 vs. 10 h) is that laboratory A removed the food for all animals 10 h
before the first injection and laboratory C removed the food
individually for each animal with respect to the injection time. This
procedure does imply transferring the animals in new cages and
keeping them alone or with a second animal in 1 cage, potentially
inducing stress to the animals, which should be considered as well.
Influences from the fasting protocols can be prevented by not having
the animals fast, although, in regard to tumor imaging, fasting and
warming of the animal during uptake phase is considered advanta-
geous to reduce brown adipose tissue and skeletal muscle uptake (16).
Furthermore, comparisons of the left ventricle uptake values of

laboratory C with literature values and laboratories A, B, and D
showed a relatively high uptake in healthy animals in laboratory
C, potentially due to a spill-over from one animal to another, since
the animals were placed side-by-side in the scanner. However, this
outcome needs to be further evaluated.
According to the literature (16–19,33), the lowest measured glucose

values in experiment 1 were expected for laboratory A (10-h fasting),
followed by laboratory C (6-h fasting), laboratory B (2-h fasting), and
laboratory D (no fasting). Our findings did not match this prediction
(Fig. 4A); the highest mean glucose level was determined in laboratory
C (6-h fasting), whereas laboratory B (2 h) revealed the lowest mean

glucose level, which was significantly differ-
ent from laboratory C and laboratory D. The
reason for these findings could be due to a
different determination of the glucose values
in the 4 laboratories, that is, different devices
were used, the anesthesia time of the animals
varied, and the location of the blood sampling
was different between the laboratories (Sup-
plemental Table 2).
Our findings explicitly show that the

comparison among multiple institutes is
hampered by the lack of standardization of
imaging protocols, animal handling, and
experimental equipment (e.g., temperature
feedback for regulation of the animals’
temperature). Furthermore, since 2 differ-
ent scanner systems were used, the quanti-
fication accuracy of the in vivo results
might be influenced by differences in scan-
ner geometries (e.g., amount of scattered
photons due to larger FOV of 1 scanner),
although the phantom experiments did show
comparable scanner performances.
In experiment 2, the impact of the person-

nel performing the scans and the imaging
protocol, as well as the respective experi-
mental equipment of the laboratories, on
the comparability of the acquired data was
determined. The used 2 imaging protocols
differed in terms of fasting (laboratory A:

10-h fasting, laboratory D: no fasting); hence, differences in
uptake patterns were detected (Fig. 5, comparison of imaging pro-
tocol 1 to imaging protocol 4 in laboratory D), especially in the
brain. However, the comparison of data that were acquired using the
same imaging protocol in laboratory D but executed by different
personnel and with different experimental equipment also revealed
significant differences in the brain uptake, demonstrating that the per-
sonnel performing and the experimental equipment can have an influ-
ence on the reproducibility and comparability of the data (Fig. 5A).
For all other organs, no significant changes in the mean uptake

of the groups scanned with the imaging protocol of laboratory A
by the personnel of laboratories A and D were detected, indicating
that the brain uptake is much more sensitive in terms of handling
compared with the other investigated organs.
Furthermore, when comparing the data of laboratory D from

experiment 1 with the data from experiment 2 (time interval of 1.5 y),
the muscle uptake revealed significant differences between both
experiments (Supplemental Figs. 5D and 6D), which was not detected
for the comparison of data from laboratory A (experiment 1 compared
with experiment 2, Fig. 5D). This influence is particularly impor-
tant to point out because the muscle is often used as reference tissue to
calculate organ-to-muscle ratios, and the uptake should be stable when
using the same imaging protocol and personnel performing the scans.
In the third experiment, the impact of the image analysis of the

acquired data from experiment 2 on the data comparability was
investigated by having the data independently analyzed by 2
trained persons (Figs. 6A–6D). In terms of the left ventricle, both
investigators used fixed but different thresholds relative to the VOI
maximum to determine the uptake. The analysis of investigator 1
revealed higher mean uptake values for all 3 investigated protocols
compared with the analysis of investigator 2, indicating that the

FIGURE 6. Experiment 3: Reproducibility of PET image analysis. Comparison of quantitative

analysis (%injected dose/mL [%ID/mL]) of 18F-FDG uptake in brain (A), left ventricle (B), liver (C),

and muscle (D) are depicted. Same datasets (n 5 9) were analyzed individually by trained inves-

tigators from laboratory A (analysis 1) and from laboratory D (analysis 2). Data were reconstructed

using OSEM2D without attenuation correction. Box plots show group means, 25% and 75%

confidence intervals, 1 upper and lower SD of the mean, and all individual data points. Test results

that were statistically significant using the 1-sample t test (with α 5 5%) are marked with asterisk.
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threshold is not a stable tool for image analysis. Furthermore, the liver
revealed diametrically opposite results. For this organ, the investigator
of analysis 2 used individually drawn VOIs for each animal, resulting
in varying VOIs, whereas the investigator of analysis 1 drew the VOI
based on the first dataset and used the same VOI for all images. Both
methods used manual positioning of the VOIs. In particular in the liver,
large blood vessels can influence the VOI values by signal spill-in.
The brain was the only organ in which comparable results were

obtained by the 2 investigators for all 3 setups. In this case, the
uptake was determined by coregistration of the PET image to an
MR image atlas, by drawing the VOI based on the MR image and
transferring it to the PET data. This method proved to be a stable
image analysis method, and the registration to anatomic data from
CT or MR images did provide comparable results.
Our study demonstrated that the reproducibility of preclinical

imaging data within an institution needs to be investigated on a
regular basis, both in phantoms and in vivo, to ensure stable scan-
ner performance, as well as standardized implementation of ex-
periments and that there is a demand for standardization among
multiple institutions.

CONCLUSION

This study investigated the comparability among preclinical
imaging facilities in regard to PET data acquisition and analysis.
Distinct differences in the investigated parameters were detected
due to, for example, the different standard imaging protocols of
each laboratory (fasting vs. nonfasting, glucose level determination,
temperature regulation vs. constant temperature warming, etc.) and
different animal facilities microenvironments. Furthermore, a po-
tential influence of the personnel performing and analyzing the data,
as well as of the experimental equipment used, was observed. It has
been demonstrated that standardization can be well established within
a single institution. However, there is a demand for standardization
among multiple institutions, and it is important to raise awareness
that comparing data from different institutes might not be feasible
depending on the protocol used; therefore, accurate reporting in sci-
entific journals is of primary importance (24,34).
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KEY POINTS

QUESTION: Is preclinical PET imaging data comparable and re-

producible among preclinical imaging facilities?

PERTINENT FINDINGS: Distinct differences in the investigated

parameters were detected due to, for example, the different

standard imaging protocols of each laboratory (fasting vs. non-

fasting, glucose level determination, temperature regulation vs.

constant temperature warming, etc.) and different animal facilities’

microenvironments. Furthermore, a potential influence of the

personnel performing and analyzing the data, as well as of the

experimental equipment used, was observed.

IMPLICATIONS FOR PATIENT CARE: Preclinical standardization

is a key factor in certain imaging procedures (e.g., longitudinal

studies or therapy monitoring), and there is a demand for stan-

dardization among multiple institutions to enhance translatability

from bench to bedside.

REFERENCES

1. Kagadis GC, Loudos G, Katsanos K, Langer SG, Nikiforidis GC. In vivo small

animal imaging: current status and future prospects. Med Phys. 2010;37:6421–

6442.

2. Thunemann M, Schorg BF, Feil S, et al. Cre/lox-assisted non-invasive in vivo

tracking of specific cell populations by positron emission tomography. Nat Commun.

2017;8:444.

3. Schwenck J, Rempp H, Reischl G, et al. Comparison of 68Ga-labelled PSMA-11

and 11C-choline in the detection of prostate cancer metastases by PET/CT. Eur J

Nucl Med Mol Imaging. 2017;44:92–101.

4. Perrone M, Moon BS, Park HS, et al. A novel PET imaging probe for the

detection and monitoring of translocator protein 18 kDa expression in patholog-

ical disorders. Sci Rep. 2016;6:20422.

5. Chatterjee S, Lesniak WG, Nimmagadda S. Noninvasive imaging of immune

checkpoint ligand PD-L1 in tumors and metastases for guiding immunotherapy.

Mol Imaging. 2017;16:1536012117718459.

6. Pomper MG, Lee JS. Small animal imaging in drug development. Curr Pharm

Des. 2005;11:3247–3272.

7. Carswell CJ, Win Z, Muckle K, et al. Clinical utility of amyloid PET imaging

with 18F-florbetapir: a retrospective study of 100 patients. J Neurol Neurosurg

Psychiatry. 2018;89:294–299.

8. Vomacka L, Albert NL, Lindner S, et al. TSPO imaging using the novel PET

ligand [18F]GE-180: quantification approaches in patients with multiple sclero-

sis. EJNMMI Res. 2017;7:89.

9. Hoyer C, Gass N, Weber-Fahr W, Sartorius A. Advantages and challenges of small

animal magnetic resonance imaging as a translational tool. Neuropsychobiology.

2014;69:187–201.

10. Lauber DT, Fulop A, Kovacs T, Szigeti K, Mathe D, Szijarto A. State of the art

in vivo imaging techniques for laboratory animals. Lab Anim. 2017;51:465–

478.

11. Begley CG, Ioannidis JP. Reproducibility in science: improving the standard for

basic and preclinical research. Circ Res. 2015;116:116–126.

12. Ioannidis JP, Greenland S, Hlatky MA, et al. Increasing value and reduc-

ing waste in research design, conduct, and analysis. Lancet. 2014;383:166–

175.

13. Prinz F, Schlange T, Asadullah K. Believe it or not: how much can we rely

on published data on potential drug targets? Nat Rev Drug Discov. 2011;10:

712.

14. Peers IS, Ceuppens PR, Harbron C. In search of preclinical robustness. Nat Rev

Drug Discov. 2012;11:733–734.

15. Pound P, Ebrahim S, Sandercock P, Bracken MB, Roberts I; Reviewing Animal

Trials Systematically (RATS) Group. Where is the evidence that animal research

benefits humans? BMJ. 2004;328:514–517.

16. Fueger BJ, Czernin J, Hildebrandt I, et al. Impact of animal handling on the

results of 18F-FDG PET studies in mice. J Nucl Med. 2006;47:999–1006.

17. Kreissl MC, Stout DB, Wong KP, et al. Influence of dietary state and insulin on

myocardial, skeletal muscle and brain [F]-fluorodeoxyglucose kinetics in mice.

EJNMMI Res. 2011;1:8.

18. Tremoleda JL, Kerton A, Gsell W. Anaesthesia and physiological monitoring

during in vivo imaging of laboratory rodents: considerations on experimental out-

comes and animal welfare. EJNMMI Res. 2012;2:44.

19. Wong KP, Sha W, Zhang X, Huang SC. Effects of administration route, dietary

condition, and blood glucose level on kinetics and uptake of 18F-FDG in mice.

J Nucl Med. 2011;52:800–807.

20. Dirnagl U, Fisher M. International, multicenter randomized preclinical trials in

translational stroke research: it’s time to act. J Cereb Blood Flow Metab. 2012;32:

933–935.

21. Therasse P, Arbuck SG, Eisenhauer EA, et al. New guidelines to evaluate the

response to treatment in solid tumors. J Natl Cancer Inst. 2000;92:205–216.

22. Eisenhauer EA, Therasse P, Bogaerts J, et al. New response evaluation criteria in

solid tumours: revised RECIST guideline (version 1.1). Eur J Cancer. 2009;45:

228–247.

23. Boellaard R, Delgado-Bolton R, Oyen WJ, et al. FDG PET/CT: EANM pro-

cedure guidelines for tumour imaging: version 2.0. Eur J Nucl Med Mol Imaging.

2015;42:328–354.

24. Kilkenny C, Browne WJ, Cuthill IC, Emerson M, Altman DG. Improving bio-

science research reporting: the ARRIVE guidelines for reporting animal research.

PLoS Biol. 2010;8:e1000412.

25. Constantinescu CC, Mukherjee J. Performance evaluation of an Inveon PET pre-

clinical scanner. Phys Med Biol. 2009;54:2885–2899.

26. Bao Q, Newport D, Chen M, Stout DB, Chatziioannou AF. Performance evalu-

ation of the inveon dedicated PET preclinical tomograph based on the NEMA

NU-4 standards. J Nucl Med. 2009;50:401–408.

1490 THE JOURNAL OF NUCLEAR MEDICINE • Vol. 60 • No. 10 • October 2019



27. Kemp BJ, Hruska CB, McFarland AR, Lenox MW, Lowe VJ. NEMA NU 2-2007

performance measurements of the Siemens Inveon preclinical small animal PET

system. Phys Med Biol. 2009;54:2359–2376.

28. Tai YC, Ruangma A, Rowland D, et al. Performance evaluation of the microPET

focus: a third-generation microPET scanner dedicated to animal imaging. J Nucl

Med. 2005;46:455–463.

29. National Electrical Manufacturers Association. NEMA Standard Publication

NU 4-2008: Performance Measurements Of Small Animal Positron Emission

Tomographs. Rosslyn, VA: National Electrical Manufacturers Association;

2008.

30. Goertzen AL, Bao Q, Bergeron M, et al. NEMA NU 4-2008 comparison of

preclinical PET imaging systems. J Nucl Med. 2012;53:1300–1309.

31. Disselhorst JA, Brom M, Laverman P, et al. Image-quality assessment for several

positron emitters using the NEMA NU 4-2008 standards in the Siemens Inveon

small-animal PET scanner. J Nucl Med. 2010;51:610–617.

32. Mannheim JG, Schmid AM, Pichler BJ. Influence of Co-57 and CT transmission

measurements on the quantification accuracy and partial volume effect of a small

animal PET scanner. Mol Imaging Biol. 2017;19:825–836.

33. Deleye S, Verhaeghe J. wyffels L, Dedeurwaerdere S, Stroobants S, Staelens S.

Towards a reproducible protocol for repetitive and semi-quantitative rat brain

imaging with 18F-FDG: exemplified in a memantine pharmacological challenge.

Neuroimage. 2014;96:276–287.

34. Stout D, Berr SS, LeBlanc A, et al. Guidance for methods descriptions used in

preclinical imaging papers. Mol Imaging. 2013;12:1–15.

MULTICENTER PRECLINICAL PET REPRODUCIBILITY • Mannheim et al. 1491


