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A noninvasive and repeatable method for assessing mouse

myocardial glucose uptake with 18F-FDG PET and Patlak kinetic
analysis was systematically assessed using the vena cava image–

derived blood input function (IDIF). Methods: Contrast CT and

computer modeling was used to determine the vena cava recovery

coefficient. Vena cava IDIF (n 5 7) was compared with the left
ventricular cavity IDIF, with blood and liver activity measured ex

vivo at 60 min. The test–retest repeatability (n 5 9) of Patlak influx

constant Ki at 10–40 min was assessed quantitatively using Bland–
Altman analysis. Myocardial glucose uptake rates (rMGU) using the

vena cava IDIF were calculated at baseline (n 5 8), after induction

of type 1 diabetes (streptozotocin [50 mg/kg] intraperitoneally, 5 d),

and after acute insulin stimulation (0.08 mU/kg of body weight in-
traperitoneally). These changes were analyzed with a standardized

uptake value calculation at 20 and 40 min after injection to correlate

to the Patlak time interval. Results: The proximal mouse vena cava

diameter was 2.54 6 0.30 mm. The estimated recovery coefficient,
calculated using nonlinear image reconstruction, decreased from

0.76 initially (time 0 to peak activity) to 0.61 for the duration of

the scan. There was a 17% difference in the image-derived vena
cava blood activity at 60 min, compared with the ex vivo blood

activity measured in the g-counter. The coefficient of variability

for Patlak Ki values between mice was found to be 23% with the

proposed method, compared with 51% when using the left ventric-
ular cavity IDIF (P , 0.05). No significant bias in Ki was found

between repeated scans with a coefficient of repeatability of

0.16 mL/min/g. Calculated rMGU values were reduced by 60% in

type 1 diabetic mice from baseline scans (P , 0.03, ANOVA), with
a subsequent increase of 40% to a level not significantly different

from baseline after acute insulin treatment. These results were con-

firmed with a standardized uptake value measured at 20 and

40 min. Conclusion: The mouse vena cava IDIF provides repeat-
able assessment of the blood time–activity curve for Patlak kinetic

modeling of rMGU. An expected significant reduction in myocardial

glucose uptake was demonstrated in a type 1 diabetic mouse
model, with significant recovery after acute insulin treatment, using

a mouse vena cava IDIF approach.
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Myocardial metabolism has become an increasingly impor-
tant target for treatment of cardiovascular diseases, with relatively

little information known on the alterations of metabolism in car-

diomyopathies (1–3). Transgenic, knockout, pharmacologic, and

surgical mouse models are used extensively to study cardiac me-

tabolism. Although mouse models present many positive fea-

tures—such as the ease in producing customized transgenic or

knockout lines and a lower expense in housing fees—the small

size of the mouse can present challenging issues.
18F-FDG is a glucose analog commonly used in PET to assess

cardiac glucose uptake and cell viability (4). 18F-FDG enters the

cell via glucose transporters (K1 and k2 rate constants) and is

phosphorylated by hexokinase to 18F-FDG-6-phosphate (k3 rate

constant). The chemical structure of 18F-FDG-6-phosphate traps

the radiolabeled product within the cell. The 18F-FDG uptake rate

constant, Ki 5 (K1 · k3)/(k2 1 k3), can be estimated using Patlak

graphical kinetic analysis, assuming there is negligible tracer

washout (k4 5 0) (5). 18F-FDG has been modeled extensively with

Patlak analysis in humans (6,7) and rats (8–12). Studies in mice

have evaluated the effects of diet (13), anesthetic (14), mode of

injection, and blood glucose levels (15) on 18F-FDG uptake. How-

ever, the inaccuracy of the left ventricular (LV) cavity blood im-

age–derived input function (IDIF) (16–18) remains one of the

most difficult impediments to obtaining reliable kinetic measure-

ments in mice. The inaccuracy of the LV cavity IDIF is a particular

phenomenon in mice PET imaging because of the relatively small

cavity size on the order of the spatial resolution of the current

small-animal PET systems (;1.2 mm, Inveon DPET; Siemens).

Ferl et al. (17) were able to predict a blood input function using

modeling by taking 2 arterial samples at approximately 10 and

60 min. Other groups have used serial blood sampling to deter-

mine the blood input function (13,16,19). Although manual blood

sampling can provide accuracy, it incorporates invasive proce-

dures, reducing serial imaging capabilities. A hybrid image-de-

rived input function has been proposed using the initial peak of

the LV cavity IDIF, with the remainder of the curve derived from
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the liver time–activity curve normalized to a 60-min arterial blood

sample (20). Although this methodology reported reliable esti-
mates of Ki using a 2-tissue-compartment model, sampling of

arterial blood at 60 min is still required. Locke et al. (18) recently

reported an accurate IDIF with sampling of the LV cavity in mice.
However, the accuracy was dependent on using gated iterative

reconstruction (12-subset 2-dimensional ordered-subset expecta-
tion maximization [OSEM], 2 iterations, 18 maximum a posteriori

[MAP] iterations). Although gated OSEM MAP reconstructions

allow accuracy at later time frames (21), because of a reduction in
spillover from the myocardium, the authors acknowledge that each

reconstruction takes approximately 34 h to complete (18). This
methodology presents time-issue constraints in high-output car-

diac research centers. Additionally, gated reconstruction relies

on accurate electrocardiogram gating that can be compromised
in animal models with inherent (22) or induced arrhythmogenesis

such as after myocardial ischemic injury. In this study, we describe
a novel method that provides a repeatable and accurate cardiac
18F-FDG Ki value using a corrected vena cava IDIF. This approach
requires no invasive arterial blood sampling with nongated dy-

namic iterative reconstruction algorithms. This methodology was

tested for repeatability and evaluated in a type 1 diabetic mouse
model expected to exhibit decreased 18F-FDG cardiac uptake due

to hyperglycemia.

MATERIALS AND METHODS

Animals

All animal experiments described herein were conducted according
to the guidelines of the University of Ottawa Animal Care Committee

and the Canadian Council on Animal Care for the use and care of

laboratory animals. All animals were maintained on a 12-h light–dark

cycle with chow and water ad libitum. All animals used in this study

were male FVB mice (25–34 g) purchased from Charles River Can-

ada. Three groups of mice were used to determine the accuracy of the

vena cava IDIF, test–retest repeatability, and ability to measure

changes in a type 1 diabetes model. Type 1 diabetes was induced in

male FVB mice by streptozotocin, dissolved in a 0.05 M sodium–

citrate solution, injected at 50 mg/kg intraperitoneally once daily for

5 d (23). Mice were fasted 4–6 h before streptozotocin injection to

increase conversion. At 10 d after streptozotocin injection, fasting

blood glucose levels (2–3 h fast) were measured as described in the

“Blood Markers” section. Mice with levels higher than 15 mmol/L

were categorized as having type 1 diabetes.

Reconstructed Image Resolution

Measurement of the partial-volume effect in the vena cava will
depend on the size of the vessel and scanner resolution. We therefore

conducted experiments to determine the recovery coefficient (RC) for

the mouse vena cava. The size of the vena cava was determined in 3

mice using CT contrast imaging (nanoSPECT/CT; BioScan). Briefly,

animals were anesthetized with isoflurane (2% isoflurane, 2 mL/min

oxygen) and injected intravenously with 0.2 mL of Exia CT contrast

(SKYSCAN). A 30-s topogram was completed immediately after

injection to select the field of view (FOV) over the proximal vena

cava. A 9-min CT scan was reconstructed (45 kVp, 1,500 ms exposure

time, 360 projections) with 0.2-mm transaxial pixel size. The

proximal vena cava diameter located above the kidneys and below

the myocardium was measured by an average of 3 measurements on

each of the coronal, sagittal, and axial planes (IRW software;

Siemens). We subsequently determined the recovery coefficient on

the Inveon PET scanner for the vena cava using the full width at half

maximum (FWHM) of the gaussian point spread function (PSF)

scanner resolution with the perturbation

technique (24). Briefly, a 22Na point source

(diameter, 0.25 mm; 1 kBq) embedded in a 1-

cm3 acrylic cube was placed within the PET

scanner such that the point source location

corresponded to the center of the vena cava

on a reconstructed transaxial PET image. A

5-min acquisition was performed and the

data binned into 3-dimensional sinograms.

The high-count-density point source sino-

grams were scaled and added to the mouse

sinogram data and reconstructed. The point

source sinogram scaling ensures that only

a small perturbation is introduced (i.e.,

,1% of the counts in each mouse sinogram

bin) so that the convergence properties of the

reconstructed image are minimally affected.

The perturbed images were reconstructed us-

ing the same parameters as the original

mouse images, and the difference was com-

puted to obtain the PSF. The reconstructed

image FWHM resolution was determined

by fitting a gaussian function to the PSF dif-

ference image.

Small-Animal PET Imaging

Small-animal PET 18F-FDG imaging was
conducted with the Inveon DPET small-animal

scanner. A 60-min list-mode acquisition, to-

gether with a 10- to 20-s tail vein injection of
18F-FDG (7–82 MBq in 150 mL), was started.

List data were sorted into 26 dynamic frames

FIGURE 1. Representative images of proximal mouse vena cava and background liver

region in early time frames of 18F-FDG scan (A), contrast CT of mouse vena cava (B), and

mouse 18F-FDG heart at 60 min (C). (D) Time–activity curve displayed in SUVs for 7 mice.
Liver, LV cavity, vena cava, and corrected vena cava blood activity curves are displayed

over log of time in 60 min. Blood sampling was conducted at 60-min time point.
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(12 · 10 s, 3 · 60 s, and 11 · 300 s) and reconstructed using 3-di-
mensional OSEM with 10 iterations, 16 subsets, and a zoom of 2.5 with

a 128 · 128 matrix, resulting in 0.35-mm transaxial pixel size. Images

were corrected for radioactive decay, random coincidences, and dead-

time losses using the vendor software (IAW, version 1.5; Siemens).
The average vena cava activity was determined from a region of

interest (ROI) placed in the corresponding region of the PET image

and thresholded to 50% of the local maximum vena cava activity

(VC50). The ROI was positioned manually above the kidneys and

below the myocardial blood pool in the initial time frames, where

the injected tracer bolus is clearly visible.

The RC for the measured vena cava activity was estimated by
convolving a circular model of the vena cava with measured diameter,

together with the 2-dimensional gaussian PSF representing the

reconstructed PET image resolution. Likewise, a complementary

uniform background activity was convolved with the same PSF to

represent spill-in of activity from the liver into the vena cava ROI. An

estimate of the true vena cava activity (AVC) can then be obtained

using the following relationship:

AVC 5
VC50 2 ð1 2 RC50ÞB

RC50
; Eq. 1

where B is the background activity determined by placing an ROI
adjacent to the vena cava. The adjacent background used for this

ROI is the liver (Fig. 1A), which typically has homogeneous 18F-

FDG activity uptake and is the largest feature proximal to the vena

cava.
Myocardial images were analyzed and quantified with Patlak

kinetic analysis (Ki) at 10–40 min from the reconstructed images

using FlowQuant semiautomated software (University of Ottawa

Heart Institute [UOHI]) (25–27). In brief, uptake images of the left

ventricle were formed using the last 5 min of scan data. The location,

orientation, and size of the left ventricle were automatically deter-

mined by fitting ellipses to the myocardium in the transverse, vertical

long-axis, and horizontal long-axis planes. Transverse uptake images

were reoriented automatically into short-axis sections, generating LV

slices from the apex to the base plane. Polar maps of the relative

uptake activity (%) were formed from the sampled data. Blood ROIs

were automatically placed in the LV cavity. The sampling points

were then applied to all time frames to generate myocardial and

blood time–activity curves. Patlak kinetic analysis was applied to

the myocardial data using either the blood input function from the
FlowQuant automated cavity measurement or the estimated vena

cava blood input function (Eq. 1) imported into FlowQuant. This was
done such that the exact same myocardium orientations and LV sam-

pling were used with both blood input functions.
Regional rMGU was determined for each animal using the following

standard equation:

rMGU 5 Ki · BG=LC ðmmol=min=gÞ; Eq. 2

where Ki is the Patlak uptake rate constant, BG is the blood glucose
concentration (mmol/mL) obtained before 18F-FDG injection, and LC

is the lumped constant equal to 0.67, which accounts for differences in

the uptake and phosphorylation of 18F-FDG versus glucose.
18F-FDG uptake in the type 1 diabetic group was also quantified

using a standardized uptake value (SUV) at 20 and 40 min to inde-
pendently evaluate myocardial radiotracer uptake. SUV was calcu-

lated according to the following standard equation:

SUV 5
Activity  concentration  in  a  region  of   interest ðBq=cm3Þ

Injected  activity ðBqÞ=weight  of   the  animal ðgÞ ;

Eq. 3

Image-Derived Input Function Accuracy

To determine the accuracy of the calculated IDIF, 7 mice were
scanned after intravenous injection of 18F-FDG, with measurements of

blood activity at 60 min, compared with a manual blood sample
obtained from trunk blood after decapitation after the scan. Liver

was also collected as a homogeneous tissue region. 18F-FDG activity
of the samples was measured with a Packard Cobra II g-counter

(Perkin Elmer) and expressed as percentage injected dose (activity)

per gram of tissue (%ID/g). %ID/g of each sample was multiplied by
the injected activity and divided by 100% to obtain the activity per cubic

centimeter of tissue (Bq/cm3), assuming a tissue density of 1 g/cm3.

Test–Retest Repeatability

To evaluate the repeatability of Patlak Ki measurements using the

calculated IDIF, 9 mice were scanned twice 3 d apart, using the same
procedures listed above. Blood glucose levels were sampled imme-

diately before 18F-FDG injection. An additional blood sample was
acquired to measure insulin and free fatty acid (FFA) levels. Patlak

TABLE 1
Image-Derived Activity, Compared with g-Counter Activity, at 60 Minutes

Liver activity (kBq/cm3) Blood activity (kBq/cm3)

Mouse no. Image-derived g-counter LV cavity Vena cava Vena cava–to–liver ratio g-counter

1 952 1005 3,366 811 750 589

2 907 801 2,097 585 489 442
3 787 647 2,095 539 432 316

4 833 711 2,484 566 483 391

5 974 651 2,875 507 366 557
6 866 637 3,802 431 371 260

7 1018 845 3,055 612 540 373

Mean 905 757 2,825 579 490 418

SD 82 136 643 118 131 121
Coefficient of variation 0.09 0.18 0.23 0.20 0.27 0.29

Bias to g-counter 20%* 575%* 38%* 17%

*t test, P value , 0.01.
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Ki values were compared with calculated 2-compartment model Ki

values and SUV measurements.

Type I Diabetes

Mice (n 5 8) were scanned with 18F-FDG at baseline and 2 wk

after streptozotocin injection. An additional scan was conducted 3–4
d later with short-acting insulin (0.08 mU/kg of body weight in-

traperitoneally; Novolin ge [Novo Nordisk]) injected 30 min before
the 18F-FDG scan to assess insulin sensitivity (28). Blood glucose

levels for all scans were measured immediately before 18F-FDG
injection, with an additional blood sample acquired for measuring

insulin and FFA levels.

Blood Markers

Blood was obtained from the saphenous vein with a 25-gauge

needle by shaving the back of the leg and applying an alcohol wipe
and petroleum jelly to help pool the blood. Blood glucose concentra-

tion was measured (mmol/L) with a small drop of blood using the
Advantage strips (AccuChek; Roche Diagnostics). Plasma insulin

concentrations were measured with the Mouse Ultrasensitive Insulin
ELISA kit (ALPCO Diagnostics). Results were analyzed using the

GraphPad Prism software (GraphPad Software, Inc.) and expressed in

ng/mL. The plasma FFAs were measured

with the commercially available Free Fatty

Acid Quantification Kit (BioVision Inc.),

with concentration of each sample expressed

as mmol/L.

Statistical Analysis

Curve fitting with FlowQuant software was

performed using MATLAB (The Math-

Works). All data are expressed as mean 6
SD. Data were compared using either an F

test for variance, a Z test, a Student t test,

or a 1-way ANOVA with multiple compari-

sons between groups using a Bonferroni post

hoc comparison. A P value of less than 0.05

was considered significant.

RESULTS

Vena Cava Measurements

The measured average diameter of the
mouse vena cava was 2.54 6 0.30 mm
(Fig. 1B). The image FWHM resolution

was estimated as 1.02 6 0.04 mm in the
early frames (from time 0 to the peak vena
cava activity), compared with 1.71 6
0.12 mm in the subsequent time frames.
This difference in image resolution is due
to the known nonlinear effects of OSEM

image reconstruction that are dependent
on temporal changes in local count-den-
sity and contrast. Using this time-depen-

dent image PSF and the circular vessel
dimension from CT, the vena cava RC
value of 0.76 6 0.04 estimated for the

early frames was significantly higher than
0.61 6 0.07 used for later time frames

following the peak vena cava activity.

IDIF and Organ Activity Accuracy

The transaxial FOV on the Inveon
DPET scanner is 10 cm, and the axial

FOV is 12.8 cm, allowing for the whole mouse to be imaged in
a single bed position. The left ventricle, when placed in the

center of the FOV, has excellent resolution and contrast. The
right ventricle is also apparent (Fig. 1C). Table 1 presents the
image-derived activities from the liver, vena cava, and LV cavity,

compared with the tissue activities measured with the g-counter.
Evident in the liver, where there is relative homogeneity of
signal and minimal partial-volume effect due to the large size

of the organ, there is a slight bias in measurements (20%) be-
tween the PET image and the g-counter. The blood activity from

both the LV cavity and the vena cava had lower population
variability, compared with g-counter measurements of the trunk
blood (23% and 20% vs. 29%, respectively; P , 0.01, F8). The

LV cavity blood activity measured from the PET images at
60 min was almost 6-fold higher than the measured g-counter
activity, whereas the vena cava PET image activity was only

38% higher. When the vena cava activity was normalized using
the image–to–g-counter activity ratio in the liver (liver ratio),
this difference was further reduced to 17%. The full 60-min

blood input functions (n 5 7 mice) were compared for the LV

FIGURE 2. Patlak polar maps and plots of representative test–retest mouse using vena

cava blood input function for scan 1 (A) and scan 2 (B) and using LV cavity blood input

function for scan 1 (C) and scan 2 (D).
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cavity, uncorrected vena cava, liver (background region), and
calculated vena cava activity (Fig. 1D). The early peak of the
vena cava input function was higher than the LV cavity curve
and demonstrated a slow decline in the later time frames, as
expected, whereas the LV cavity curve actually displayed a slight
increase, potentially because of activity spilling in from the sur-
rounding myocardium.

Test–Retest Repeatability

Because there were only 3 d between scans, there was no
difference in body weight. Blood glucose and insulin values were
not significantly different between scans; however, plasma FFA
was significantly decreased, approximately 41% (47.9 6 11.1 vs.
28.0 6 5.4 mmol/L, P , 0.05, t test).
Figure 2 shows representative polar maps and Patlak analysis

curves from 1 mouse. Figures 2A and 2B are test–retest results in
mouse 1 using the corrected vena cava blood input function. Pat-
lak polar maps appear similar, with an excellent linear fit observed
at the specified interval of 10–40 min. Patlak Ki values had a range
of 0.23 to 0.66 mL/min/g between mice, with a mean of 0.50 6
0.11 mL/min/g representing a 23% population coefficient of var-
iability and good repeatability (Fig. 3A, r2 5 0.57). Figures 2C
and 2D show the same mouse test–retest scans using the LV cavity
as the blood input function. There is a clear difference in the
Patlak polar maps and a relatively poor fit to the data, with Ki

values ranging from 0.08 to 0.37 mL/min/g between mice and
a coefficient of variability of 51% (mean, 0.15 6 0.08 mL/min/g).

Bland–Altman plots of the Patlak Ki values from scans 1 and 2
using the corrected vena cava blood input function had no signif-
icant bias (P . 0.05, t test) (Fig. 3B) and a coefficient of repeat-
ability of 0.16 mL/min/g (32% of mean). We compared these
results to Ki values derived from a 2-comparment 3K model and
SUV at 30- to 60-min frames (Table 2). We found that the 2-
compartment model had a higher population variability at 31%
(compared with 23% with Patlak Ki) and a higher coefficient of
repeatability at 39% (compared with 32% with Patlak). SUV anal-
ysis provides the lowest values, with 21% population variability
and a coefficient of repeatability of 17%.

Type 1 Diabetes

Body weight and plasma insulin were significantly reduced in
the type 1 diabetic state, compared with baseline values (P, 0.05,
ANOVA Bonferroni) (Table 3). Plasma FFA levels were increased
significantly only during the acute insulin scan. As expected,
blood glucose levels were significantly increased in the type 1
diabetic state and reduced to baseline levels after acute insulin
stimulation before 18F-FDG injection (Table 3). Representative
images display an excellent fit using Patlak analysis with the
corrected vena cava blood input at baseline (Fig. 4A), during un-
treated type 1 diabetes (Fig. 4B), and after acute treatment with
insulin (Fig. 4C). rMGU values were significantly reduced by 60%
from baseline to type 1 diabetes. After acute insulin treatment,
rMGU increased by 40% toward baseline values (Table 4). Inter-
pretation of these changes was confirmed with similar relative
changes in SUV at 20 and 40 min (Table 4).

DISCUSSION

In this study, we developed a methodology for acquiring an
accurate and repeatable blood IDIF using the vena cava in mice.
Using a fed state with isoflurane as the anesthetic, we found as
in previous studies (13–15,17,18) that the myocardium had high
tissue-to-background contrast. However, the small size of the
mouse LV cavity on the order of the spatial resolution of the
small-animal PET scanner, with substantial myocardial activity
spillover, resulted in an inaccurate assessment of the blood IDIF.
Although an SUV can be used to compare activity concentration
in a tissue of interest at 1 particular time point, it has been noted
that kinetic modeling is needed to assess even the simplest
of changes in metabolic rate constants (13), such as increased
18F-FDG uptake rate with insulin stimulation.
We investigated the proximal portion of the vena cava for

measurement of an IDIF. In human studies, venous and arterial
concentrations of 18F-FDG are considered to be equal at 30–
60 min after injection of tracer (29). In mice, with their high
cardiac output rate, we hypothesized that the distribution of tracer
from venous to arterial blood occurs at a substantially higher rate.
Additionally, the location of the vena cava for 18F-FDG scans
removes most high-activity areas from the proximity of the vena
cava ROI, reducing activity spillover from adjacent background

FIGURE 3. Comparison of test–retest Patlak Ki values using vena

cava IDIF (A), with dashed line representing line of identity. Bland–

Altman plots of test–retest Patlak K using vena cava IDIF (B).

TABLE 2
Comparison of Kinetic Modeling Measurements

Descriptive Patlak Ki 2-compartment 3K model Ki SUV (30–60 min)

Mean 6 SD 0.50 6 0.1 0.37 6 0.1 15.46 6 3.3

Population variability (%) 23 31 21
Coefficient of repeatability (%) 32 39 17
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regions. The adjacent background used for this ROI is the liver,
which typically has homogeneous 18F-FDG activity uptake. We
were able to derive an RC for the vena cava using measured values
of the reconstructed image resolution to estimate the true vena
cava activity (Eq. 1). Manual blood sampling was performed at
60 min to confirm the accuracy of the calculated vena cava blood
activity. We found a 17% difference between the measured blood
activity and the image-derived vena cava activity when using the
liver as a standard between the small-animal PET camera and
g-counter. This difference was substantially lower than the blood
input function derived from the LV cavity, which was approxi-
mately 575% higher than the g-counter–measured blood activity.
To compare with previously published data from Locke et al. (18),
we reconstructed our data using their reconstruction parameters
without gating. Despite an improvement from our calculated val-
ues, the IDIF from the LV cavity was 130% different from mea-

sured g-counter activity. As stated in their paper, gating to reduce
activity spillover from the myocardium is essential to determine an
accurate LV cavity IDIF (18). However, long reconstruction times
(;34 h per mouse) and dependency on accurate electrocardiogram
gating in all animal models render this method difficult to execute.
The vena cava time–activity curves display an earlier, sharper,

and higher initial input function than the LV cavity curves. We
postulate that this does not adversely affect the accuracy of the
Patlak analysis because integral activity is used for the analysis,
and the shape of the curve outside the analysis time range
(10–40 min) is of no consequence. Later time frames with the
vena cava IDIF display a slow decline in activity concentration,
consistent with 18F-FDG uptake and retention in tissue, rather
than the increase in activity concentration observed with the LV
cavity. We presume that the increase in the LV cavity blood
input function is due to myocardial spillover. Kreissl et al.

(13) noted that the initial time frames
when the left ventricle had low myocar-
dial 18F-FDG uptake were appropriate for
measurements of the LV cavity blood in-
put function, whereas later frames of the
blood IDIF can be derived through com-
puter modeling with 2 blood samples.
The Patlak Ki test–retest population var-

iability was 23% with the vena cava blood
input function, reduced from 51% when
using the LV cavity blood input function
(P , 0.05). The Patlak Ki coefficient of
repeatability with the vena cava blood in-
put function was 32%, with no significant
bias between scan 1 and scan 2 (P . 0.05).
We additionally evaluated Ki for the 2-
compartment model and found an increase
in both the test–retest population variabil-
ity and the coefficient of repeatability,
which could be explained by the larger
number of free parameters in the model.
We validated this methodology in

a streptozotocin-induced type 1 diabetic
mouse model. Type 1 diabetes is known to
exhibit a reduction in insulin-stimulated
glucose uptake due to an overall reduction
in endogenous insulin. Although the type 1
diabetes model will produce large pertur-
bations in rMGU values, we chose this
model because it is a well-established
model of hyperglycemia and alterations
in myocardial glucose uptake. Induction of

TABLE 3
Body Weight and Blood Markers in Type 1 Diabetes Mellitus Mice

Group Body weight (g) Blood glucose (mmol/L) Insulin (ng/mL) FFA (mmol/L)

Controls 29.7 6 1.8 11.3 6 3.3 0.93 6 0.32 40.2 6 6.8
Type 1 DM 24.9 6 1.5 22.6 6 7.6* 0.08 6 0.03* 65.4 6 14.4

Type 1 DM 1 insulin 25.2 6 1.4 12.5 6 6.2 0.18 6 0.05* 92.1 6 14.2*

*1-way ANOVA, Bonferroni P value , 0.05.

DM = diabetes mellitus.

FIGURE 4. Representative Patlak polar maps and plots at baseline (A), after type 1 di-

abetes induction (B), and after acute insulin stimulation (C).
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type 1 diabetes significantly reduced rMGU by 60%, compared
with baseline scans (P, 0.05). We further validated that we could
measure an increased glucose uptake with an acute treatment of
insulin in the type 1 diabetic mouse. A significant 40% increase in
rMGU was observed, returning the measurement close to baseline
prediabetic levels (P . 0.05). These changes were supported by
SUVs calculated at 20 and 40 min, capturing 2 time frames within
the Patlak Ki time interval of 10–40 min.
In clinical studies, patients fast for a minimum of 6 h before

scanning, with nondiabetic patients receiving an oral glucose
load before 18F-FDG injection and diabetic patients an insulin–
euglycemic clamp to ensure that baseline blood glucose levels
are not significantly different (30–32). Kreissl et al. (13) found
that as in humans, fasting reduced cardiac 18F-FDG uptake rates
in mice by approximately 5- to 6-fold. We did not perform our
methodology under fasting conditions with an insulin–euglycemic
clamp because the objective was to characterize the changes (if any)
in the type 1 diabetic model from baseline, and the use of a clamp
would normalize diabetic glucose uptake, as has been previously
reported in human patients (33). All 18F-FDG imaging protocols
were conducted in the fed state.
One of our study’s limitations is the fact that blood sampling for

accuracy was performed only at the 60-min time point as opposed
to sampling throughout the scan. Although the authors acknowl-
edge this as a limitation, the 60-min time point is representative of
when the highest myocardial spillover is present and contaminat-
ing the LV cavity blood input curve. This method is also strongly
dependent on the RC values, which may change with alterations in
the reconstruction parameters, both postreconstruction filters and
MAP priors, number of iterations, and sizes of subsets. As such, the
results are applicable only to the parameters used in this study. The
degree that spillover influences the measured values depends
heavily on the distribution of the tracer background uptake. Extend-
ing this approach to other tracers or using this in models for which
the uptake of 18F-FDG in the liver or blood clearance altered should
be approached with caution and may require additional validation.

CONCLUSION

A new methodology for measuring mouse 18F-FDG myocardial
glucose uptake was developed using an image-derived blood input
function with excellent repeatability. Additionally, this is the first
study, to our knowledge, to demonstrate alterations in rMGU
measurements of 18F-FDG in a mouse type 1 diabetic model. This
methodology allows users to quantify changes in rMGU serially
and noninvasively in mouse models with 18F-FDG and further
translate this information directly to the clinical setting.
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