NEC: Some Coincidences Are More Equivalent Than Others

One of the most difficult tasks in medical imaging is the determination of image quality across the range of clinical imaging environments. Image quality is, of course, task dependent, and the ultimate metric is human observer performance; however, direct measurement of human observer performance is extremely arduous and may not even be possible if the clinical task cannot easily be modeled in a controlled experimental situation. In PET, a range of surrogate metrics for image quality has been used over the last 2 decades, including image signal-to-noise ratio (I), image contrast-to-noise ratio (C), and various numeric observers for lesion detectability such as the nonprewhitening matched-filter signal-to-noise ratio (S) and the channelized hotelling observer signal-to-noise ratio (S). However, by far the most commonly used surrogate metric is the noise-equivalent counting rate (NEC).

NEC was first introduced by Strother et al. (7) and was derived from the noise-equivalent-quanta concept, which originates from conventional photographic imaging. Briefly, noise-equivalent quanta describe the equivalent number of quanta or counts required by an ideal imaging system to produce the same noise characteristics as does an actual system that is degraded by noise. Similarly, in PET, NEC describes the equivalent coincidence counting rate that would have the same noise properties as the net true counting rate, corrected for spurious coincidences arising from 2 particular sources: random (accidental) coincidences and scattered events. NEC can also be seen as being directly proportional to the square of the signal-to-noise ratio of the acquired data.

NEC is fairly straightforward to measure and has become a standard metric for scanner performance provided by manufacturers and determined as part of acceptance testing for new equipment. NEC is most frequently (or invariably, in the case of acceptance testing) computed using a standard test object. The first such object accepted by the community for this purpose was a uniform water-filled cylinder of 20-cm diameter and 20-cm length (8). It was soon discovered, however, that the axial extent of the test object has a large impact on NEC—an impact that varies considerably with scanner design and acquisition mode—and a second test object, 20 cm in diameter but 70 cm in length, was proposed for NEC-based assessment of whole-body imaging performance (9). Watson et al. show in their article in this issue (10) that this configuration in turn has limitations as a predictor of whole-body NEC, and some workers have proposed test objects with a greater diameter (11).

As Watson et al. (10) also point out, there are other concerns about the use of NEC for image assessment. NEC is a raw-data-quality metric that does not take into account the impact of reconstruction algorithms or of spatial resolution effects. Although NEC is often used to compare systems or imaging techniques in PET (such as 3- and 3-dimensional modes (12)), such uses have not been validated in the context of, say, lesion detectability, and because spatial resolution and reconstruction methods frequently differ between systems or acquisition modes, NEC may not always track image quality in a meaningful way in these contexts.

Nevertheless, there remain scenarios in which NEC might reasonably be expected to give useful insights into image quality. One of these is presented by Watson et al. in this issue (10). Traditionally, the typical injected $^{18}$F-FDG dose for whole-body PET is 370–550 MBq (10–15 mCi) for a 70-kg adult, and the dose may be adjusted to patient weight, allowing for a maximum dose of 740 MBq (20 mCi). This dose regimen, rather than being optimized for the imaging equipment used, was originally based on radiation dose restrictions. Direct determination of optimum injected dose for the typical oncologic task of lesion detection is nontrivial, because having the same patient rest on the scanner while the dose decays is time consuming (and the results would in any case be confounded by tracer redistribution), whereas imaging the same patient on successive occasions with differing quantities of injected radiopharmaceutical would be confounded by differences in the patient’s metabolic state. Watson et al. describe a methodology that allows the transformation of an individual patient’s single whole-body scan data to a patient-specific NEC curve, as if the study had been performed at a range of activities. In this case, concerns about object size are circumvented by computing NEC from the patient data directly. Because the patient is being imaged on the same...
scanner, with the same reconstruction method, it is reasonable to expect that NEC will thus give useful guidance on image quality, always provided that other parameters such as spatial resolution or contrast do not vary significantly with counting rate in the clinical regime (13,14).

The assumption that spatial resolution and contrast do not degrade with counting rate to any noticeable degree in the clinical environment is probably valid on scanners with a high rate capability, such as the lutetium oxyorthosilicate devices used by Watson et al. (10), although the validity of this assumption has yet to be explicitly demonstrated in the literature. Watson et al. recommend that the injected activity be such that NEC reaches 90% or 95% of the peak value. Because of the relatively flat shape of a typical NEC curve near its peak, this choice acts not only to significantly reduce the radiation dose to the patient but also to reduce the negative effects of excessive counting rate on the data.

Although the patient-specific curve can be determined only retrospectively, it can be used to determine optimum dose for follow-up studies, or it can be determined for a population and used to generate guidelines for scanning protocols based on, for example, patient weight. As shown in the paper by Watson et al. (10) and previously by Lartizien et al. (15) and Townsend et al. (16), the NEC varies for a single patient at different axial positions during a whole-body scan. Although not practical on the current generation of PET systems, image quality may improve if the acquisition time is varied axially. On PET/CT systems, adjustment of the PET acquisition time may be possible using CT-derived information on the amount of attenuation at the various scan positions.

Evaluation of the imaging performance of PET systems continues to be a complex and multifaceted problem, and a simple metric such as NEC is inadequate as a sole predictor of image quality and lesion detectability. However, to produce the best possible image quality, one needs to examine all aspects of how the PET image is produced, including the amount of administered activity, the acquisition parameters, and the reconstruction options. NEC, with an appropriate understanding of its limitations, remains a tool that can be used to address aspects of this problem.
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