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Serial changes in myocardial perfusion may represent an impor
tant marker of disease progression or regression or the effects of
therapy for patients with coronary artery disease (CAD). Quanti
tative methods have not been developed for the assessment of
serial changes in perfusion. The objective of this study was to use
receiver operator characteristic (ROC) analysis to determine the
sensitivity and specificity of direct paired comparisons (DPCs) to
detect changes in absolute myocardial perfusion measured with
82Rb PET. Methods: Repeated dynamic 82Rb PET scans were

obtained on 8 dogs at rest and during hyperemia induced with
dobutamine (n = 4) or atrial pacing (n = 4). Radiolabeled
microspheres were used to verify perfusion changes. Polar maps
of absolute 82Rb retention and associated SD were estimated

from the dynamic images. Paired comparisons were then per
formed using a f test on each of the 532 polar map sectors.
Rest-rest and stress-stress differences were used to assess
specificity and reproducibility, and stress-rest differences were
used to assess sensitivity. Results: 82Rbretention differences of
20% over baseline were detected with 85%-90% sensitivity and

specificity, using the optimal DPC probability value and image
smoothness. The average 82Rbretention differences correlated
well with microspheres (r = 0.74; P = 0.001). Reproducibility of
the mean retention values was 4.7% Â±2.1%. As reproducibility
varies, the DPC probability value can be adjusted to maintain
specificity. These ROC results are directly applicable to other
image modalities that produce measurements with similar SEs
(3.7% Â±0.9%). Conclusion: The developed method of DPCs is
sensitive and specific for the detection of changes in absolute
myocardial perfusion measured with 82RbPET.
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Lyocardial perfusion is an important prognostic marker
for patients with coronary artery disease (CAD). Serial
changes in perfusion are used to assess the progression of
CAD or manage the therapy for individual patients. PET and
SPECT have been used to evaluate the effect of therapy on
perfusion (1-6). In these research studies significant changes

are shown between groups of patients but not in individual
patients. In the clinical setting it would be useful to
determine whether a given therapy is improving perfusion in
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the individual patient. A sensitive method to detect indi
vidual changes over time would be useful to evaluate new
and existing treatments of heart disease such as diet,
exercise, and surgical and drug therapies.

Analysis of myocardial perfusion studies is often per
formed using a predefined template of myocardial regions
corresponding to territories of the coronary arteries or their
major branches. However, perfusion changes rarely occupy
these template regions exactly, thereby limiting the sensitiv
ity of region-based measurements to detect small changes

over time. Manual drawing of regions can also be used, but
this is a tedious and subjective process. Image-based ap

proaches have been developed for the diagnosis of CAD by
comparing relative perfusion measurements against normal
database values (1,2,7-9). This diagnostic approach is used

widely to quantify the extent and severity of CAD but may
not be optimal for monitoring individual changes over time.
Image-based methods for change detection in individual

subjects has found widespread use in brain activation studies
with PET and MRI (10-13) but has not been reported for the

analysis of serial myocardial perfusion studies. We have
developed an image-based method to detect and localize

individual changes in myocardial perfusion by performing a
direct paired comparison (DPC) of serial dynamic PET
perfusion studies with 82Rb (14). The purpose of this study

was to validate the method and to assess the sensitivity and
specificity of DPC to detect perfusion changes of varying
magnitudes.

MATERIALS AND METHODS

Animal Surgical Preparation
Eight mongrel dogs weighing 26 Â±4 kg were studied. Animals

were fasted overnight and premedicated with fentanyl. Anesthesia
was induced with chloralose and supplemented with a constant
infusion of fentanyl and inhalation of isoflurane. The dogs were
then intubated and mechanically ventilated. In the left lateral
recumbent position, a left fifth thoracotomy was performed, the
lungs were retracted, and the pericardium was opened. A catheter
was placed in the left atrial appendage for injection of radiolabeled
microspheres and left atrial pressure monitoring. Arterial blood
samples were withdrawn from the femoral artery during injection
of microspheres and periodically throughout the experiment to
monitor pH, Pco2, and Po2. Respiration was adjusted to maintain
arterial blood gases within the normal physiologic range. Systolic
arterial blood pressure was monitored using a catheter in the carotid
artery. Intravenous accesses for the administration of 82Rb, medica-
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lions, and fluids were placed in the femoral, jugular, and cephalic
veins. The study protocol was approved by the Animal Care
Committee at the University of Ottawa.

Study Protocol
Repeated dynamic 82Rb PET scans were obtained in 8 dog

studies at rest and during stress. Dobutamine infusion or atrial
pacing was used to increase myocardial perfusion for the stress
condition. Increases in the heart rate times systolic blood pressure
were used to estimate and adjust the corresponding perfusion
increases. The first 4 dogs underwent 4 repeated scans at rest and 4
scans after dobutamine stress for a total of 8 scans each. The last 4
dogs underwent 4 repeated scans at rest and 4 scans at each of 3
different paced heart rates for a total of 16 scans each.

Dynamic 82Rb PET Imaging

PET imaging was performed using a Siemens/CTI ART scanner
(Siemens Medical Systems, Hoffman Estates, IL) (15,16). A4-min

transmission scan containing at least 100 million counts was
acquired to perform attenuation correction. This was followed by 4
rapid rest or stress 10-min dynamic 82Rbscans (15X6 s, 5X12 s,

30 s, 1 min, 2 min, 4 min) as described above. A custom infusion
system was used to control the administered dose rate and to flush
all 82Rb activity out of the patient intravenous line at the end of the
infusion. For each dynamic scan, 185 MBq (5 mCi) 82Rb were

infused over a 1-min period, and the acquisitions were started when

the activity arrived in the scanner field of view. This infused dose
rate was selected to limit the detector dead time to <50% so that
the peak blood activity was measured accurately.

PET Image Analysis
Dynamic PET images were reconstructed using a Hann filter

(0.6 cycle/cm) producing a reconstructed image resolution of ~12

mm. These dynamic images were reoriented automatically into
short-axis sections (17). From the mean uptake images (2.5-10
min), maximum activity profiles were used to define the 3-dimen-

sional shape of the left ventricular (LV) myocardium with com
bined cylindric and hemispheric (bottlebrush) sampling (18). The
resulting set of 532 midmyocardial coordinates was used to
resample the short-axis images into dynamic polar maps containing
myocardial time-activity curves (Cm(t) cps/g) for each of 532

sectors. The sector values correspond to midmyocardial voxels of
~4 mm3 depending on heart size and can be displayed as a
conventional 2-dimensional polar plot or as a 3-dimensional
surface. An arterial blood time-activity curve (Ca(t) cps/mL) was
obtained from the average of 4 image regions (1.4 cm2 each) placed

automatically in the center of the LV cavity on 4 basal short-axis
images (17). Polar maps of absolute 82Rbretention were computed

sector by sector using Equation 1 (19), where Cm(T) is the average
myocardial uptake from the last n = 4 dynamic frames (2.5-10

min), RC is the partial volume recovery coefficient for the myo
cardial sectors estimated from phantom studies (0.7), and /Ca(t)dt
is the integral of the arterial time-activity curve from 0 to 2 min. In

addition to the retention value, the variability is also estimated for
each sector using the sample SD of the last 4 dynamic frames.
Therefore, for each dynamic 82Rb PET scan, 2 polar maps are

produced: the retention value and the associated SD (Ret Â±SD).

Retention = E X F =
J Ca(t) dt

(mL/min/g). Eq. 1

82Rb retention is equal to the product of absolute myocardial
perfusion (F) times the extraction fraction (E) of 82Rb. Although

absolute perfusion can be obtained by performing a nonlinear
correction for extraction (20), this calculation was not performed
because the increase in variability of the estimates would reduce
the statistical significance of serial changes, particularly at high
perfusion values.

Paired Comparisons
DPC identifies statistically significant differences between 2

serial perfusion scans (baseline and follow-up). Polar maps of the
82Rb Ret and SD are created for the baseline (Reti Â±SDÃŒ)and

follow-up (Ret2 Â±SD2) scans as illustrated in Figure 1. The

statistical significance of the differences between the 2 scans is
assessed by performing a 2-tailed, 2-sample i test (Eq. 2) on each

polar map sector.

r-statistics=
Ret2 - Reti

V(SD12 + SD22)/n

t2n-2 (under the null hypothesis). Eq.2

The /-statistics polar map is displayed, and the frequency
distribution of the 532 i-statistics is calculated. To compare 2 scans,
the r-statistics threshold is set at a critical DPC probability value, a

(e.g., P < 0.05). The number of significantly changed sectors is
then calculated (Nsig increased or decreased) and expressed as a
percentage (%LV) of the total number of sectors.

%LV = Nsig/532 X 100% (P < a). Eq.3

Ret2 T-atatlstics Map

02

ai

T distribution

110

1-10

: 28 (5 %LV)
=0.42

-10 10

FIGURE 1. DPC of serial perfusionimages (rest-rest).
82Rbretention mean and SD polar maps are created at
baseline (Ret! Â±SD1) and follow-up (Ret2 Â±SD2).
Differences are assessed using i-statistics map, with
threshold set at desired DPC probability value to detect
significant changes between baseline and follow-up
scans. Frequency distribution of f-statistics from all 532
polar map sectors follows expected / distribution under
null hypothesis (Reti - Ret2 = 0), which verifies that SD
estimates are accurate. There is no significant global
change in f-statistics map as a whole (probability of
obtaining %LV changed sectors by chance alone [pLV] =
0.42). Nsig = number of significantly changed sectors.
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The probability P(LV) of observing Nsig out of 532 sectors by
chance is also estimated (10) and represents the significance of
global changes in the i-statistics polar map as a whole.

For each stress-rest comparison, the underlying 82Rb retention

increase was computed as the mean percent difference (D) between
the 2 polar maps:

_-, (stress-rest)/rest
D = 2, â€” X 100%.

532 532
Eq. 4

For the rest-rest and stress-stress comparisons, the absolute

value of the mean difference (Eq. 4) was also computed (21,22) and
is referred to as reproducibility (R). Small values of R indicate
good reproducibility.

Verifying SD Estimates
If the estimated sector SDs are accurate, then under the null

hypothesis when there is no mean difference between 2 polar maps
(D = 0), the calculated /-statistics should follow the t distribution
with 2n â€”2 degrees of freedom (Eq. 2). If the SD estimates are not

accurate, then the expected t distribution will not be obtained under
the null hypothesis, violating the basic assumptions underlying the
subsequent use of the t test. Therefore, it is important to first verify
that the expected t distribution is obtained under the null hypoth
esis. Verification was performed by comparing the frequency
distribution of the 532 calculated i-statistics against the expected t
distribution with 2n - 2 = 6 degrees of freedom. For each dog

study the observed and expected distributions were compared using
a x2 test for 1 pair of scans with R s l % (where the null hypothesis

was assumed to be true).

ROC Analysis
Receiver operator characteristic (ROC) analysis was used to

determine the sensitivity and specificity of DPC to detect changes
of a given magnitude (D).

Specificity (1 â€”false-positive rate) was assessed using paired

comparisons of the rest-rest and stress-stress pairs. Ideally there
should be no significant changes between these pairs of scans (D =
0, Nsig = 0). Therefore, any sectors that were detected as
significantly changed were assumed to be false-positives (i.e., %LV
from the rest-rest and stress-stress comparisons gives the false-

positive rate).
Sensitivity (true-positive rate) was assessed using paired com

parisons of the stress-rest pairs. Ideally all polar map sectors

should be different between the rest and stress perfusion scans
(D > 0, Nsig = 532). Therefore, all sectors that were detected as
significantly changed were assumed to be true-positives (i.e., %LV
from the stress-rest comparisons gives the true-positive rate).

The ROC curves were constructed by varying the DPC probabil
ity value from 1 to 0.000001 to vary the false-positive and
true-positive rates described above. Each ROC curve represents the

ability to detect global changes of a given magnitude equal to the
average stress-rest difference (D), as shown in Table 1 for the dog

study 2. For each of the first 4 dog studies (4 rest scans and 4
dobutamine stress scans), 1 ROC curve was generated by plotting
the average false-positive rate against the average true-positive

rate. For each of the last 4 dogs, 3 ROC curves were generated
corresponding to the average changes induced at the 3 paced heart
rates. The area under each ROC curve (n = 16 total) was tabulated

as a measure of overall performance.

Sensitivity and Specificity
Sensitivity is dependent primarily on the magnitude of change to

be detected. To show the increasing ability to detect changes of
increasing magnitude, the ROC curves were used to construct a
plot of sensitivity against the average stress-rest difference (D),

where the measured specificity was equal to 90%.
Specificity is affected directly by the reproducibility of the

measurements. As reproducibility is degraded, the distribution of
i-statistics (Fig. 1) is shifted away from zero, causing the false-

positive rate to increase above the theoretic value of P X 100%. To
investigate the effect of varying reproducibility, the DPC probabil
ity value was plotted against the average reproducibility (R) of the
rest-rest and stress-stress comparisons, where the measured speci

ficity was equal to 90% and 99%, respectively. To relate the effects
of reproducibility back to sensitivity, the DPC probability value
was also plotted against the average stress-rest difference (D),

where sensitivity was equal to 50%, 90%, and 99%.

Microspheres Analysis
The method of radiolabeled microspheres was used to verify the

average stress-rest perfusion differences. Four microspheres were
used in order of decreasing photon energy: 95Nb, 46Sc, "3Sn, and
'4lCe. The first 4 dogs had microspheres injected before and after

rest and then before and after dobutamine stress. The last 4 dogs
had microspheres injected before the scans at rest and before the
scans at each of the 3 paced heart rates. At the end of each
experiment, dogs were euthanized by inducing ventricular fibrilla
tion, and the hearts were removed. The LV myocardium and the
arterial blood reference samples were assayed for the different
microspheres to determine the average LV perfusion (F) at the
corresponding times of injection (23). Briefly, myocardial perfu
sion was calculated as F = Nm X Qa/Na (mL/min/g), where Nm is

the assayed myocardium counting rate (cpm/g), Qa is the blood
sample withdrawal rate (mL/min), and Na is the total arterial blood
sample counting rate (cpm).

RESULTS

Verifying SD Estimates
Comparisons of the observed and expected t distributions

under the null hypothesis are shown in Table 2. These
comparisons were performed using a DPC probability value
of 0.05; therefore, if reproducibility was perfect (0%), then
%LV would theoretically equal 5%. In this subgroup of
cases in which the mean reproducibility was good (R =

0.6%), the mean %LV was 4.4% Â±2.6%, which is close to
the theoretic value of 5% (P = 0.52).

The observed and expected t distributions were not
significantly different in 6 of the 8 cases (P > 0.05 after
correction for multiple comparisons), indicating that the
sector SD estimates are accurate in general. In 1 case, the
observed distribution was slightly skewed (study 1), but the
%LV was very close to the theoretic value of 5% (P(LV) =

0.49), indicating that there was no global change in perfu
sion. In the other case with a significant x2 value (study 3),

the observed distribution was wider than expected and had a
higher false-positive rate (%LV = 9.6%; P(LV) > 0.01) than

expected. On close examination, it was found that there had
been marked fluid loading between the 2 scans, producing
regional changes in 82Rb retention likely caused by inaccu-
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TABLE 1
ROC Analysis for Dog Study 2

SpecificitycomparisonResti

-rest2Resti
-restsResti
-rest4Rest2-rest3Rest2-rest4Rest3-rest4Stress

1-stress2Stress1-stress3Stressi

-stress4Stress2-stress3Stress2-stress4Stress3-stress4Average

(R)False-positive
rate(%)Sensitivity

comparisonStressi

-restiStress2-res11Stress3-rest1StresserestiStressi

-rest2Stress2-rest2Stress3-rest2Stress4-rest2Stressi

-restsStress2-rest3Stress3-rest3Stress4-rest3Stress

1-rest4Stress2-rest4Stress3-rest4Stress4-rest4Average

(D)True-positive
rate (%)R

(%)5.76.38.30.72.82.11.11.28.80.17.67.54.3D

(%)3132324239404051404141524344445542P<

1.0532532532532532532532532532532532532532100P<1.0532532532532532532532532532532532532532532532532532100Corresponding

ROC curve is plotted in Figure2 (DP<0.1169236265365541338516567166199126.423.8P<0.150951950352650751450452652552751253152753051253251997.5=42%).P

<0.01446079463016346433627.65.2P

<0.0139842340746843545442547646048747549745846546249745585.5NsigP

<0.0019101411003601024.70.9NsigP

<0.00124524824734828630330436132134134340431132633139532060.1P

<0.00010020000000200.30.1P

<0.000171929514813213815120316017316723914816216723015529.1P

<0.0000100000000000000P

< 0.0000113152239303438676466558953676292509.4

rate attenuation correction. The observed wider distribution
can be attributed to these regional differences. This illus
trates the importance of accurate registration between the
transmission and emission scans and also shows that the
paired comparison technique is sensitive to this type of data
acquisition error.

ROC Analysis

Sixteen ROC curves were generated from the experiments
in the 8 dogs. Table 3 shows the average stress-rest
differences in 82Rb retention (D) for each of the 16 compari

sons and the total ROC area as a measure of overall
performance. Differences of 100% or greater were detected
with nearly perfect performance (>99% ROC area). The
performance for changes below 5% was poor (i.e., similar to
that obtained by chance alone [50%]). The retention differ

ences (D) were well correlated with the corresponding
perfusion differences (AF) determined by microspheres (r =
0.74; P = 0.001). The fitted linear relation (D = 0.71 X

AF + 4%) did not differ significantly from the line of
identity (slope P = 0.1; intercept P = 0.76), although a slope
of <1 is consistent with decreasing extraction of 82Rb at

higher flows (20).
Four representative ROC curves are shown in Figure 2 for

average differences of 12%, 20%, 42%, and 96%. The ROC
curves for smaller changes are closer to the diagonal line
(chance performance), indicating a reduced ability to detect
changes of smaller magnitude.

Sensitivity

Sensitivity is shown in Figure 3 as a function of the
average stress-rest difference (D) for 90% specificity. Larger
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TABLE 2
Paired Comparison of Scans with Best Reproducibility

Dogstudy12345678R(%)0.90.70.40.40.70.41.00.5%LV(P <0.05)5.12.89.61.94.12.16.23.0P(LV)0.490.99<0.011.000.841.000.130.99A146*50114*2433422342

*P<0.05.
R = mean rest-rest or stress-stress difference (see Eq. 4);

P(LV) = probability of obtaining %LV changed sectors by chance
alone; x2 statistic compares observed and expected distribution of
f-statistics.

differences are detected with higher sensitivity as expected,
and small differences of 15%-20% are still detected with
~50% sensitivity. A sensitivity value of 50% means that in a

region of myocardium with a uniform increase in perfusion,
half of the sectors in the region would be detected as
significantly changed. In practice, these sectors tend to
cluster at the center of the region, so sensitivity is related to a
reduction in size of the detected regions.

The sensitivity to detect significant changes is also
determined by the SE of the measurements (Eq. 2). In this
study, the average SE of the sector values of 82Rb retention

was 3.7% Â±0.9%.

Specificity
Specificity was found to be a function of reproducibility.

The results in Table 2 show that the theoretic specificity is
obtained when comparing scans measured with nearly
perfect reproducibility (R < 1%). However, in practice,

TABLE 3
ROC Performance of DPCs

Dogstudy1234555666777888ComparisonStress-restStress-restStress-restStress-restPace

1-restPace2-restPaceS-restPace

1-restPace2-restPace3-restPace

1-restPace2-restPaceS-restPace

1-restPace2-restPaceS-restD

(%)14742741781218125219203296131ROCarea(%)99959778676878505153508083859999

100

20 40 60 80

1-Specificity
100

FIGURE 2. ROC curves from 4 dog studies with average
stress-rest retention differences (D) = 12%, 20%, 42%, and
96%. DPC probability values used to construct curves are
shown.

reproducibility is not perfect, and this lowers the actual
specificity observed with DPC. For example, in Figure 2, the
points corresponding to P = 0.1 have actual false-positive
rates of 20%-30%, which is greater than the theoretic value

of 10%. This effect is summarized in Figure 4, which shows
that specificity can be maintained by lowering the DPC
probability value to exclude the false-positive values associ

ated with poor reproducibility. For comparison, the mean

0 20 40 60 80 100

Stress-Rest Difference [%]

FIGURE 3. Sensitivity values derived from all ROC curves
where specificity = 90%. Sensitivity improves as magnitude of
change (D) increases, as expected. Sensitivity is 100% for
stress-rest differences of 100% or more. Point at 32% appears
as outlier because of poor reproducibility.

1430 THEJOURNALOFNUCLEARMEDICINEâ€¢Vol. 41 â€¢No. 8 â€¢August 2000



0.0001 .-

0.00001

D Specificity=90%
â€¢ (<1% reproducibility)0.1exp(-0.23x)

O Specificity=99%
â€¢ (<1% reproducibility)0.01exp(-0.3x)

2468

Reproducibility [%]

10

FIGURE 4. DPC probability values derived from all ROC
curves where specificities = 90% and 99%. Probability values
are a function of study reproducibility (average rest-rest and
stress-stress differences). To maintain desired specificity, DPC
probability values can be lowered on basis of known or assumed
reproducibility.

DPC probability value for the cases with R < 1% is also

plotted. In this subgroup, the measured values are not
significantly different (P > 0.1 ) from the theoretic values of
0.1 and 0.01 for 90% and 99% specificity, respectively.

Figure 4 can be used to determine what DPC probability
value should be used to maintain the desired specificity as a
function of reproducibility. For example, the mean reproduc
ibility for all studies was 4.7% Â± 2.1%, and the DPC
probability value needed to achieve 90% specificity in this
case would be P = 0.034 instead of the theoretic value of
P = 0.1.

To evaluate serial perfusion changes in individual pa
tients, the minimum detectable changes can then be deter
mined from Figure 5, which plots the DPC probability value
against the stress-rest differences (D) for sensitivity values

of 99%, 90%, and 50%. For the example above, with a DPC
probability value set at P = 0.034 (for 90% specificity), the

technique would be 50% sensitive to changes of 18% and
90% sensitive to changes of 45% or larger.

The best possible results (with perfect reproducibility) can
be obtained directly from Figure 5. For example, if 90%
sensitivity and specificity are desired, then the detectable
difference is 36%, corresponding to the point where the 90%
sensitivity line crosses P = 0.1.

The effect of reproducibility is also illustrated in study 8
(D = 32%), which has the largest reproducibility value of

10%. From Figure 4, the DPC probability value needed for
90% specificity in this case is P = 0.01, which is >50%

sensitive to changes of 32% (from Fig. 5). In Figure 3, the
corresponding point appeared as an outlier because it had

poorer reproducibility than did the other studies. For the
analysis or design of new studies, Figures 4 and 5 can be
used to determine the sensitivity and specificity to detect
changes as a function of the expected reproducibility.

Improving ROC Performance
Most of the false-positive changes found in the specificity

comparisons had a magnitude (D) that was small (5%-10%).

Specificity could be improved by applying a constraint on the
magnitude of the change in addition to the statistical
significance. On a plot of the /-statistic against D (Fig. 6), the
optimal discriminator of the specificity comparisons (rest-
rest) from the sensitivity comparisons (stress-rest) should

also include a component of D. In fact, an added magnitude
constraint of D > ta X 10 improves specificity markedly in
the range of P = 0.001-1.0 as shown in Figure 7. The ROC
curve for D = 20% (study 7) is reproduced from Figure 2.
With this D-constraint added, specificity is typically im

proved from 90% to 95% (with constant or improved
sensitivity) (i.e., the 90% specificity curve in Fig. 4 increases
to ~95%, and the DPC probability values can be set 8 times

higher). Alternatively, the effect can be viewed on Figure 7 as
improving sensitivity by 10%-20% in the 90%-99% specific
ity range, which is true even for small changes of 5%-10%.

Increased image smoothing also improves the ROC
performance as shown in Figure 7. If the images from the
same study (D = 20%) are reconstructed with 20-mm
instead of 12-mm resolution, the average SE decreases from

3.7% to 1.8%, and sensitivity improves an additional 10%.
With the typical image resolution of 20 mm used clinically
with 82Rb, 85%-90% sensitivity and specificity are achieved

for the detection of 20% changes.

10

10)(D

Ãœ-Ãœ11ojM'i't
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\Â°\,â€”

cno/1â€”3U/o'=90%

^=99%v

o\\Â°s

v\X.\X0

20 40 60 80 100

Stress-Rest Difference [%]

FIGURE 5. DPC probability values derived from all ROC
curves where sensitivities = 50%, 90%, and 99%. Given DPC
probability value has improved sensitivity for changes of increas
ing magnitude (stress-rest difference). This relation is indepen
dent of effects of reproducibility shown in Figure 4.
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stress - rest
rest - rest
T = to.02

D = tâ€žx10
â€” â€” T = to..16

6 9

T-Statistic
12 15

FIGURE 6. Plot of sector f-statistics versus magnitude of
change (D) from 1 rest-rest and 1 stress-rest comparison of
study 7 (D = 20%). Added constraint on magnitude of change
improves specificity by reducing number of false-positive rest-
rest changes. For example, specificity is 89% for |fj > to02,which
increases to 95% when D-constrainl is added (D > to.16x 10 and
11\> to.ie)-Sensitivity remains constant at 69%.

DISCUSSION

The performance of DPCs has been characterized for the
detection of serial myocardial perfusion changes measured
with absolute 82Rb retention and PET. DPC requires accurate

SD estimates, which can be verified against the theoretic t
distribution when there is no mean difference between 2
images. It assumes that the temporal changes in normal
heterogeneity of perfusion are small relative to the measure
ment variability (24). The sample SD is a simple and robust
estimator of the measurement variability and was shown to
be accurate using this methodology.

A novel method has been developed to correct the DPC
probability values for reproducibility to maintain the desired
specificity. To detect perfusion changes between serial
clinical scans in patients, a mean reproducibility value
should be determined to select the appropriate correction
from Figure 4. For example, reproducibility may be worse if
the serial scans are obtained on separate days (27,22)
compared with this study, in which reproducibility was
determined using rapid serial scans on the same day. The
sensitivity results (Fig. 5) are directly applicable to the
results of other studies with SEs in the same range as in this
study. Clinical 82Rb studies performed in our institution have
average SEs of ~5% Â± 1%; therefore, the sensitivity to

detect significant changes should be similar to that shown in
Figure 5.

Previous studies evaluating medical therapies for CAD
have reported changes in the extent or severity of relative
perfusion defects across groups of subjects (1,2). These
methods are based on normal population databases, which

do not assess the statistical significance of perfusion changes
in individuals nor do they assess increases and decreases
independently as performed in this study. Other studies have
reported changes in absolute perfusion after medical (3-5)

or interventional (6) therapy indicating that these treatments
improve perfusion across a group of subjects but do not
determine the effects for a given individual as developed in
this study.

DPC detects significant differences in serial myocardial
perfusion studies by creating polar map images of the
f-statistic using individual subjects as their own controls.

This is analogous to the method of statistical parametric
mapping (SPM), which has found widespread application
for the analysis of brain activation studies with PET and
MRI (10-12). SPM uses an analysis of covariance to detect
adjusted differences relative to the whole-brain mean perfu
sion, whereas the 2-sample / test used by DPC is equivalent
to a 1-way ANO VA of absolute perfusion measurements. In
the single-subject SPM paradigm (13), repeated scans are

used to assess the measurement variability, which therefore
includes the effect of reproducibility. DPC uses sequential
frames within 1 dynamic scan to assess the measurement
variability, but if repeated scans were performed as part of
the experimental design, reproducibility could then be
included as an additional factor in the ANOVA. DPC can
also be performed on adjusted differences analogous to
SPM, simply by subtracting the LV mean from each sector
value before f testing. Adjusting for the mean does not
change the sector SDs, but it does improve the reproducibil
ity (hence, specificity) to essentially perfect values by
setting the global difference equal to zero as in Figure 1.

The DPC probability values used to construct the ROC
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FIGURE 7. ROC curves from study 7 (D = 20%). ROC
performance is improved by adding D-constraint on magnitude of
change and also by altering reconstructed image resolution from
12 to 20 mm.
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curves were not corrected for multiple comparisons. In this
case, only the total number of detected differences (%LV)
are used to report the significance P(LV) of global changes
in the polar map as a whole (70) as shown in Figure 1. To
report individual regions of significant change, the probabil
ity value must be corrected for the number of independent
comparisons, which is a function of image smoothness (77).
The number of independent regions in an image can be
estimated by the number of resolution elements, which is a
function of the reconstructed image resolution and the pixel
size (25). The polar map images used in this study had a
reconstructed resolution of 12 mm and a sector size of 4 mm,
which corresponds to ~60 independent regions in a polar

map with 532 sectors. Therefore, for a desired specificity,
the DPC probability value must be divided by 60 if
individual regions of change are reported. This Bonferroni
correction was verified simply by measuring the false-

positive rate of regions detected (9 connected sectors) with
the corrected DPC probability value. For a relatively poor
reproducibility of 12%, the DPC probability value needed
for 90% specificity is P = 0.0063 (Fig. 4); dividing by 60
gives a corrected value of P = 0.0001. Using all possible

comparisons (from all studies) with a difference near 12%,
only 2 of 16 comparisons (13%) had a significant region
detected, which is close to the expected value of 10% for
90% specificity. Similarly, for a relatively good reproducibil
ity of 2%, the corrected DPC probability value is P = 0.001,
and the observed false-positive rate was 1 of 34 (3% versus

10% expected).
As mentioned above, the Bonferroni correction changes

with the degree of image smoothing, and it limits the
portions of the ROC curve that can be achieved in practice.
For example, images with a reconstructed resolution of 20
mm would use a correction factor of only 20, as opposed to a
factor of 60 required for images with 12-mm resolution.

Increased image smoothing improves the ROC performance
to detect global changes (Fig. 6) and lowers the required
Bonferroni correction but degrades the spatial resolution to
detect small regional changes. Conversely, images recon
structed with higher resolution (less smoothing) can detect
smaller sized regions of change but with poorer ROC
performance.

For clinical application, the desired specificity is set at
95% (P < 0.05), a default reproducibility of 5% is assumed,
and the additional magnitude D-constraint is used to perform

the paired comparisons. These settings yield a DPC probabil
ity value of P = 0.13 used to set the threshold of the
r-statistics and assess the overall significance of the global
changes /'(LV). To detect individual regional changes, the
DPC probability value is corrected to P = 0.0065 for images

with a reconstructed resolution of 20 mm as discussed
above. An example is illustrated in Figure 8, which shows
serial studies in a patient with a coronary stent inserted as
primary therapy for occlusion of the left anterior descending
(LAD) artery. There is significantly increased perfusion to
the apex in the distribution of the distal LAD artery at 6 wk
versus 5 d after revascularization. The perfusion defect in
the lateral wall is unchanged, consistent with known disease
in the left circumflex artery.

PET perfusion imaging has been used to quantify regional
perfusion in patients with CAD or global perfusion in
patients with hypertrophy, syndrome X, and cardiac transplan
tation (3-6,26-30). DPC provides a sensitive method for

detecting serial changes in regional and global perfusion in
these conditions. This approach may be useful for monitor
ing the progression of disease and provide a guide for
therapy modification. For example, changes in the degree of
coronary stenosis on angiography with cholesterol-lowering

therapy may be small but represent important modification
in plaque stability that reduces cardiac events. The change in
functional significance of the stenosis could be monitored
with serial perfusion imaging and DPC analysis. Therapy
could be adjusted to more aggressive drug or interventional
therapy should the desired improvement not occur. The DPC
method also provides an important research tool to evaluate
the effects of new therapies on perfusion (and other param
eters measured by PET). The relevant clinical difference
would be preset, and the hypothesis that the therapy results
in this degree of change would be tested.

The methods developed in this study can also be used to
generalize the application of DPC to compare serial images
acquired with other PET tracers or with other imaging
modalities. PET 13N-ammonia retention images could be

analyzed using the identical methodology. The extraction of
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FIGURE 8. DPC of serial 82Rbperfusionstudies in
91-y-old man after coronary stent revascularization of
left anterior descending (LAD) artery. Polar map im
ages show perfusion to LV myocardium at 5 d (Reti)
and 6 wk (Ret2) after revascularization as well as
percent changes (Ret2 - Reti). Frequency distribu
tion of i-statistics from all 532 polar map sectors
(Global Changes) indicates significant change in LV as
a whole (probability of obtaining %LV changed sectors
by chance alone [pLV] = 0.0013). i-statistics map set
at threshold (Regional Changes) shows significantly
increased perfusion (red) to apex in distribution of
distal LAD artery. Perfusion defect in lateral wall is
unchanged (green), consistent with known disease in
left circumflex artery. NS = not significant.
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ammonia is substantially higher than that of rubidium over
the entire physiologic flow range (20), which would produce
larger differences in retention for a given change in absolute
perfusion. This would be advantageous, particularly for
detecting small changes under stress (hyperemic) condi
tions. This study assessed the ability of DPC to detect
changes relative to resting values only.

DPC can also be used to detect serial changes in kinetic
rate constants estimated by compartmental or graphical
modeling. In this case it is essential to obtain (and verify)
accurate SD estimates of the model parameters (31-33).

Compartmental modeling can also have the advantage of
including resolution recovery (34). In this study a constant
recovery coefficient was used with the retention model, but
this does not affect the ability to detect individual serial
changes if the myocardial wall thickness also remains
constant.

Finally, the DPC approach has the potential to be applied
to other imaging modalities, including SPECT, to improve
sensitivity for detecting serial changes with these modalities.
Further studies are necessary to evaluate this approach for
gated imaging and relative perfusion SPECT.

CONCLUSION

DPC detects small global and regional changes in serial
myocardial perfusion images. Significant differences are
displayed as polar maps of the /-statistic, which have

thresholds set at the appropriate DPC probability value.
Specificity is determined by the probability value, which is
corrected for multiple comparisons and for reproducibility to
produce the desired false-positive rate of detected image

regions. Sensitivity is a function of the SE of the measure
ments and the magnitude of the changes in perfusion.

The DPC method developed in this study can assess the
significance of global changes in perfusion associated with
diffuse myocardial disease and can assess regional changes
associated with therapy or progression of CAD in individual
patients.
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