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PET was used to measure tumor blood flow, which is potentially
valuable for diagnosis and assessing the effects of therapy. To
help visualize regional differences in blood flow and to improve
the accuracy of region-of-interest placement, a parametric imag-
ing approach was developed and compared with the standard
region-of-interest method. Methods: Five patients with renal cell
metastases in the thorax were studied using [**OJ]water and
dynamic PET. To assess the reproducibility of the blood flow
measurements, multiple water studies were performed on each
patient. Model fitting was done on a pixel-by-pixel basis using
several different formulations of the standard single-compart-
ment model. Results: The tumors studied spanned a wide range
of blood flows, varying from 0.4 to 4.2 mL/min/g. These values
were generally high compared with those of most other tissues,
which meant that the tumors could be readily identified in
parametric images of flow. The different model formulations
produced images with different characteristics, and no model
was entirely valid throughout the field of view. Although tumor
blood flow measured from the parametric images was largely
unbiased with respect to a standard regional method, large errors
were observed with certain models in regions of low flow. The
most robust model throughout the field of view had only 1 free
parameter and, compared with a regional method, gave rise to a
flow bias of 0.3% = 3.1% for tumor and 16% = 11% for low-flow
soft tissue (muscle plus fat). With this model, tumor blood flow
was measured with an SD of 7.6% = 4.0%. Conclusion:
Parametric imaging provides a convenient way of visualizing
regional changes in blood flow, which may be valuable in studies
of tumor blood flow.
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I nformation regarding tumor perfusion is potentially valu
able for diagnosis, for assessing the expected delivery
anticancer agents, and also for monitoring the effects RI
therapy. PET, in conjunction withjO]water, has been used
extensively to measure blood flow in the fields of neurolo
(1,2 and cardiology 3,4), but the technique has not bee
widely applied in oncology. Many of the reported tumo

applications have been confined to the br&n7, although
studies of liver 8,9, colorectal 10), and breast 1(1)
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carcinoma have also been performed. A range of different
acquisition and analysis techniques has been used to investi-
gate tumor blood flow and, in some cases, methodological
restrictions limited these studies to a semiquantitative ap-
proach.

In this study we used a dynamic acquisition protocol that,
in conjunction with appropriate kinetic models, enabled the
guantitative measurement of tumor blood flow. The standard
method for analyzing such data (which we refer to as the
region-of-interest [ROI] method) is to draw an ROI around
the tumor, generate a time—activity curve from this region,
and then apply a kinetic model to the time—activity curve to
measure flow and other parameters described by the model.
One of the problems with the ROl method is that each time a
new region is to be analyzed, the entire set of dynamic data
must be used to produce the time—activity curve. If large
numbers of regions are to be analyzed, this produces equally
large numbers of time—activity curves, and the resulting data
are often difficult to present in a meaningful manner. In
addition, identification of the tumor ROI is not trivial and,
even if additional information is available from other
modalities, the definition of ROIs may be prone to errors.
Finally, most blood flow models assume that blood flow is
uniform throughout the tumor ROI, which may not be true.
To help overcome these problems we have developed a
parametric imaging approach in which the model fitting is
performed on a pixel-by-pixel basis, resulting in images that
directly reflect regional blood flow. Parametric images have
been used widely in studies of cerebral blood flow with
[**O]water (L2—15 and also in other studies of the brain—
for example, with JC]flumazenil (6) and [8F]fluoro--
dopa (7). The technique has also been used in cardiac
studies with FDG 18), renal studies with IfN]Jammonia
(1t9), and tumor studies in the liver with FD@Q).

% he application of the parametric imaging technique to
mor blood flow studies using'¥]water raises several
interesting issues. Although the kinetic model used in most

Water studies is a standard single-compartment model,
"Leveral different variations to this model have been devel-

f)ped, each of which has its own advantages in different
situations. In studies of the brain, a formulation of the model
that is frequently used allows measurement of both flow and
volume of distribution. This formulation derives flow infor-
mation primarily from the influx phase of the dynamic data
and is well suited to brain studies in which organ motion can
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be minimized. In studies of the heart, however, there can Bearing which the scanning was performed. The emission data were
significant partial-volume effects caused by motion of thecatter correctedd), and images were reconstructed using filtered
myocardium and by the fact that the myocardial thickneggickprojection w_ith a transverse spatial resolutioa«d_ﬁmm fuI_I
(typically =10 mm) is comparable with the resolution ofvidth at half maximum (FWHM) at the center of the field of view.

most PET scanners. An alternative formulation of the mod&p SUPPress noise and thus reduce the variability of the parameter

used for cardiac studie®T) assumes that the volume Ofestlmates in the subsequent model_ flttlng, the images were resam-
led so as to have a X 4 mm pixel size, and an additional

distribution in Fhe myocardium is "_”9""? anc_i p_ermlt_s flow t@moothing filter was applied in the transaxial plane. This resulted in
be computed in such a way that it is, in principle, indepen; spatial resolution at the center of the field of view-af4-mm
from the efflux phase of the dynamic data. In additiordirection.
so-called spillover terms are often introduced into the modelBoth MRI and FDG PET data were available for qualitative
to account for contamination of the tissue time—activitpomparison with the flow images. After the la&tQ]water study,
curves by activity in nearby blood vessels. the patient remained within the PET scanner and was injected with
The optimum formulation of the blood flow model for the>55 MBq FDG. Forty-five minutes after injection, an additional
measurement of tumor perfusion has not been establish&gMin emission scan was begun. The resulting FDG data were

Therefore, in this study, which concentrates on methodoIo@'ﬁocesseeI in the same way as thtOJwater data, although no

cal issues, we examined the characteristics of 6 dif'ferenqc.iltlonal smoothing was applied after reconstruction. T1-

f lati f the standard ter blood fl del weighted, contrast-enhanced MR images, acquired on a 1.5-T unit
ormu a_ Ions of the stan ar_ SP_]""a er 09 _OW moael. (Signa; General Electric Medical Systems), were also available.
We estimated the reproducibility of the kinetic parameters

derived from each of these formulations using data frog'arametriclmages

repea-ted. flow measurements. Fma”_y’ ) we examined the[15O]Water is a chemically inert, freely diffusible tracer, and its
quantitative accuracy of the parametric images by COMP@hayior in tissue can be described by the following equation
ing tumor blood flow values from these images with thosgs 24
obtained using the standard ROI methodology. These issues
may prove to be particularly important in light of the CO) = T XCL) ® exp(=iVy < 1], Eq.1
development of new anticancer drugs that aim to affeghere C(t) is the radioactivity concentration in tissue at time(t)C
tumor angiogenesi2p). is the radioactivity concentration in arterial blood at time t; f is
regional blood flow (per gram of perfused tissue) from plasma to
MATERIALS AND METHODS tissue; |_s the volume of d|5tr|but|0_n fqr water, which I§ defined
as the ratio of the water concentration in tissue to that in blood at
Patients equilibrium; and ® denotes convolution. The limited spatial
Studies were performed on 5 patients with renal cell metastagesolution of the PET scanner means that measurements of tissue
who were known, by previously acquired CT and MRI, to havectivity concentrations may be biased because of the partial-
lesions that measured2 cm in diameter. This group consisted ofvolume effect. In addition, the tissue activity curve may be
patients in whom both the tumor and the heart (used for tlg@ntaminated by arterial blood from vessels nearby or within the
noninvasive determination of the arterial input function) could b¢olume of interest. To compensate for these 2 effects, one can
imaged simultaneously by the PET scanner. Before enrolimentiitcorporate a partial-volume factor into Equation 1 and add an
the study, each patient gave informed consent for the procedurdditional spillover term proportional to the arterial blood activity
which had been approved by the institutional review board of tfe@ncentration, producing the following expression:

National Cancer Institute. C) = o X f X [Cit) ® exp(—fVy X ] + V.Ct), Eq.2

Data Acquisition where G(t) is the tissue activity concentration measured from the
Image data were acquired on an Advance PET scanner (Gen&®Il imagegw is the corresponding recovery coefficient, angiy/
Electric Medical Systems, Milwaukee WI2J) that was operated the fraction of the arterial blood concentration that appears in the
in septa-extended, 2-dimensional mode. Thirty-five transaxigsue. Note that spillover is assumed to be proportional only to the
planes of data were acquired simultaneously with a slice-to-slieeterial activity concentration, although in certain regions venous
distance of 4.25 mm. Data acquisition started immediately befordobbod may dominate and this assumption will be in error.
peripheral intravenous injection of 1.85 GB{j@]water that was  «, f, Vg4, and \, are, in general, unknown parameters to be
administered as a rapid bolus oveb s. Each acquisition lasted for determined by least-squares estimation. A unique solution for all 4
5 min and was performed in a dynamic mode with the followingarameters cannot be obtained simultaneously, and this fact, plus
frame times: 20X 3 s, 6 X 10 s, and 6X 30 s. To assess the noise constraints, means that it is necessary to reduce the number of
reproducibility of the perfusion measurements, each patient hfxde parameters in the fit. There are several ways to reduce the
either 2 or 3 separate®]water studies. These studies werenumber of parameters, each of which requires slightly different
performed either on a single day or over 2 consecutive days.  assumptions. Table 1 summarizes the parameter assumptions for
All projection data were corrected for photon attenuation usirte 6 different formulations of the model that were considered.
data derived from an 8-min transmission scan that was acquigiddel 1a derives f from the influx termx(X f) and Vg4 from the
immediately before tracer administration. The transmission scagffux term (f/Vy), with the assumption of perfect resolution
were acquired with septa extended using 2 rotatifge rod recovery. Model 2a makes an assumption about the volume of
sources that had a total activity of 333-555 MBq over the periatistribution and derives f from the efflux term, which is indepen-
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TABLE 1 adjacent planes. These ROIs were then applied to the correspond-
Six Formulations of Standard [**O]Water Blood Flow Model  ing dynamic images before the additional postreconstruction
smoothing filter (and therefore at a spatial resolution~a-mm

Model Fixed parameters Free parameters  F\WHM). For each frame the mean activity concentration within the
1a a=10,V,=0 f, Vg vplume fqrmed by the 4 ROIs produced an approximate, noninva-
1b a=10 f, Vg, Va sive arterial input function.
2a Vg4 =0.91mL/g,V, =0 f, a
2b Vg = 0.91mL/g f,a, Va Image Analysis
3a a=1.0,Vq =091 mL/g, Va = 0 f The quantitative nature of the parametric images was assessed
3 a=10Vs=0.91mlLg f, Va

by ROI analysis. Although tumor blood flow was the main interest
of the study, ROIs were drawn around regions of myocardium and
During fitting procedure, fixed parameters were held at stated SOft tissue as well as tumor. The myocardium was of interest
values and free parameters were allowed to vary. because it has been widely studied and provided an opportunity to
compare the quantitative values obtained from the parametric
images with previously published data. The soft-tissue regions
dent of partial-volume effects. Note that models 1a and 2a apere useful because they showed the typical flow values that might
essentially the same with the flow information being obtained frof#rround a tumor and they also highlighted the noise problems that
different terms. Model 3a makes assumptions about the recov@SFUr in regions of low flow. Each ROl was manually drawn using
coefficient and volume of distribution but calculates flow from botfh® model 3b flow images from each patient's first water study. To
the influx and efflux parts of the curve. Models 1b, 2b, and 3b af®mMpensate for patient motion between scans, the original ROIs
identical to models 1a, 2a, and 3a but also include an arterial blo$§'e Visually repositioned, but not redrawn, for the subsequent
volume term that is proportional to the arterial input function. Fottudies performed on the same patient. Tumors were identified in
those models in which ywas fixed (models 2a, 2b, 3a, and 3b), w&onjunction with the FDG data and ROIs (mean size, 6350 cn?
assumed a value of 0.91 mL/g, which is frequently accepted for tRE' Slice) were drawn, in 3 adjacent planes, around the region of
myocardium 21). Of course, this value may not be applicable fofighest flow. Similarly, the myocardial ROIs (mean size, 21.1
other tissues, and the validity of this assumption will be examine@:1 C1T¢ per slice) were defined in 3 transverse planes and included
The models were fit to the dynamic water data on a pixel-b)rfhe septum, anterior wall, and lateral wall. The soft-tissue ROls
pixel basis, resulting in 1 or more parametric images (1 for eaéfiean size, 60.8= 24.2 cnf) were drawn in single planes and
free variable in the model). Parameter estimation was perform@gPPably included a combination of pectoral muscle and fat. _
using the rapid linearized least-squares search method of Koeppe eth® ROIs described above were applied to the parametric
al. (14), which involved precomputing the convolution of the inpuimages for each model. The mean flow within each ROI was
function with expk x t) for a range of k values. The parameter§a|CU|ated and, in t_he cases of the tumor and myocar_dlal regions,
that minimized the total squared discrepancy between the meastiftgidata from multiple planes were averaged to obtain the mean
data and the modek) were obtained by recursively evaluatig) flow over the volume of interest. Because an independent gold
at 3 points over the k range, with the distance between each sanipigndard was not available, the mean flow values from the
becoming progressively smaller. On the basis of expected flqv@rametric images were compared with flows measured using the
values, the search was initially performed over the k range fromSndard ROI method. The ROI method computed flow by applying
to 1 per minute, although if a minimum was found toward the top i€ same ROIs to the dynamic water data and then fitting the
this range the search was expanded to cover 0-10 per minutd€aultant time—activity curves to each of the 6 models, using

total of 2561 discrete k values were evenly sampled from 0 to R§€viously reported nonlinear regression softwagg).( Input
per minute, which, for a volume of distribution of 0.91 m,_/g’functlons and weights used for the ROI method were identical with

resulted in flow intervals of 0.00355 mL/min/g. Fitting wasihose used for the pixel-by-pixel method. Therefore, the 2 methods
performed in a weighted manner with each time frame havingSgould differ only because the mean of the individual pixel flows
weight that was inversely dependent on the variance of the imag&y not equal the flow from the mean time—activity curve from all
data. This variance was estimated by an approximate formula ti2fividual pixels (especially if flow is not homogeneous throughout
was a function of the frame duration, scanner dead time, and #h¢ ROI) and because of possible differences in the fitting
number of counts in both the prompt and delayed coincidengégorithm.

windows. High randoms and dead time at the start of the study,

combined with short-acquisition frame times, meant that early

frames were often weighted less heavily than later ones. The imdgeSULTS

dimensions were 128 128 and, to speed up the computation, the Figure 1 shows an example of the blood flow parametric
transmission image was used to mask out pixels that were in fagages for each of the 6 models. Corresponding FDG and
surrounding air. The computation time to produce 35 slices gfangmission images for the same patient (patient 3) are also
parametric image data for a single model wa min on a VAX o,y for comparison. Note that the tumor can be seen as a

4000 computer (Digital Equipment Corp., Maynard, MA). . .
The input function t) was estimated from the image datareqlon of high FDG uptake that corresponds to an area of

using manually defined ROIs drawn in the left atrium. Frames 5_1'2”8"?‘39" bIOOd_ flow in each of the 6 flow |mages. Note _also
(total acquisition time, 24 s) of the dynamic water data were adadge different noise structure of the 6 flow images, particu-
to give an average image of the early phase of the study that cledajly the high-intensity pixels toward the edge of the patient
showed the blood pool. Irregularly shaped ROIs with a mean sii@the model 2a and 2b images. With models 1a, 2a, and 3a,
of 4.4 + 2.4 cn? per slice were drawn in the left atrium in 4which do not include a blood volume term, blood vessels
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E Modeiza G Model 2a c

Transmission Model 1b Model 2b Model 3b

FIGURE 1. Representative FDG, transmission, and flow images of patient 3 show nature of parametric images derived from each of
6 models. (A) FDG. (B) PET transmission. (C) Flow f, model 1a. (D) Flow f, model 1b. (E) Flow f, model 2a. (F) Flow f, model 2b. (G)
Flow f, model 3a. (H) Flow f, model 3b. Arrow A indicates tumor; arrows B and C indicate aorta. Images in (A) and (B) were acquired
sequentially with water data and are approximately aligned with parametric images. Patient outline obtained from transmission image
has been superimposed on images in (A), (C), (D), (G), and (H) to aid interpretation. Images in (A) and (B) were scaled to their
individual maximums; images in (C—H) were scaled from 0 to 5 mL/min/g, and pixels with flows that exceeded upper limit took
maximum color table value.

appear as regions of high flow. Adding an arterial blood The effect of adding a blood term to model 3a can also be
volume term to models la, 2a, and 3a resulted in tlseen in Figure 2 for another patient. The aorta, which
formulations of models 1b, 2b, and 3b. This addition had treppeared as a high-flow region in Figure 2C, was removed
effect of removing much of the arterial blood from the flowirom the flow image in Figure 2E. Figure 2F shows the
images. For example, compare Figure 1C with Figure 1Rrterial blood volume image that corresponds to the flow
Figure 1E with Figure 1F, and Figure 1G with Figure 1Hdata in Figure 2E. In this image, high blood contributions
The arterial curve from the left atrium was used for the bloochn be seen in the aorta{¥ 0.94) and, to a lesser extent,
volume term in models 1b, 2b, and 3b. No corrections wetke lungs (\{ = 0.25). Tumor A can be clearly seen as an
made for delay or dispersion because these effects will agea of high FDG uptake in Figure 2A and also shows high
different at different points in the body, and the data were tqeerfusion in the flow images (Figs. 2C and E). Note that in
noisy to include them as additional parameters in the fit. Aglae FDG image, the presence of a second lesion was also
result, venous blood, or arterial blood that was significantsuspected in the right lung, although additional information
delayed with respect to the heart, was not well described typuld increase confidence in this assessment. In Figures 2C
this term, and blood vessels occasionally remained in thad E, lesion B is more strongly suggested, and the flow
perfusion images as regions of high flow (Figs. 1D and F).images can be seen to provide information that complements

A EDG C Model3a f p o E Model 3, f

FIGURE 2. Example images of patient 1.
(A) FDG. (B) PET transmission. (C) Flow f,
model 3a. (D) MRI. (E) Flow f, model 3b. (F)
Arterial blood volume V,, model 3b. (A and
B) Images were acquired sequentially with
water data and are approximately aligned
with parametric images. (D) MR image
shows approximately same region as PET
images. Arrows A and B indicate lesions;
arrovs C and D indicate aorta. Patient
outline obtained from transmission image
was superimposed on images in (A), (C),
(E), and (F) to aid interpretation. Images in
(A), (B), (D), and (F) were scaled to their
individual maximums; images in (C) and (E)
were scaled from 0 tol mL/min/g, and pixels
Transmission Model 3b, V, with flows that exceeded upper limit took
maximum color table value.
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the metabolic data. The MR image, shown in Figure 2Ip,
confirmed the presence of a suspicious lesion. 8.0

Figure 3 shows the reproducibility of tumor blood flow & | £ DN
measured from the parametric images (with model 2b, in this'g AModel 2a
case), for each of the 5 patients, as determined from the 2 o% 4.0 - }'{ { 4 Model 26
3 replicate measurements. The 5 tumors studied spanngd & B! SR
very wide range of blood flows, varying from 0.4 to 4.2 z *°
mL/min/g, and the replicate studies are seen to give fai Iy._,—°_ 20
consistent flow values. Figure 4 shows the mean tumorg
blood flow (averaged over the 2 or 3 replicates) for ea h§ h
patient and model. The error bars denote 1 SD, as estimgted LN i L
from the replicate studies. Comparing the flows from modgl 0.0 ] 5 3 4 s
la to model 1b, model 2a to model 2b, and so forth, the Patient

effect of adding the blood term can be seen. Addition of the
blood spillover term reduced the tumor flow, on average, BYGURE 4.  Tumor blood flow for each of 5 patients calculated
2.4% (model 1a to model 1b), 4.7% (model 2a to model 2H§om parametric images. Results from 6 different formulations of

and 15.0% (model 3a to model 3b). To compare t ingle-compartment model are shown, slightly offset from each
) ) other. Blood flow values are mean of measurements obtained

variability of the different models, each of these SDs of floy,,, separate water studies, and error bars denote 1 SD.
were divided by their respective means to determine a series

of normalized SDs. The mean of these normalized SDs, forn - . .
all patients, were 7.2% 4.8%, 7.4%= 3.5%, 8.8%+ who exh|b|ted_ large .dn‘ferences 0|n flow between the 2
5.6%, 10.1%+ 6.4%, 7.6%:= 4.0%, and 6.6% 3.2% for Mcthods (maximum difference, 35%).

models 1a, 1b, 2a, 2b, 3a, and 3b, respectively. Note that thé:Or each Eatlent, tht?\ SOft't'SSUEIRaIS \évilre a§rshumed to
normalized SDs are small and are not significantly differe compass tissues with comparable blood flow. The mean

. . and SD of the flow measurements were thus calculated from
T | 1 t t,P > 0.2 h . . .
(lzzsv;/;aen models (Student pairedest, 0.28 In eac the 13 studies performed on all patients. These data, which

The tumor flow data obtained from the parametricimaggfére calculated separately for each model, are shown in

shown in Figure 4, were compared with the equivalent d ble 2 for both the parametric image and the ROl methods.

obtained using the ROl method. Figure 5 shows the param te th_e range of flows given by the different models and the
ric flow values divided by the ROI flow values for eac arge differences in the flow obtained by the 2 methods for

patient and model (a value of 1 indicates perfect agreem dels 1a, 1b, 2a, and 2b. Note also the closer agreement
between the 2 methods). The mearsD (over all patients etween the parametric and ROI data for models 3a and 3b.

and studies) of these fractions were 1.042.031, 1.006+ Values of the volume of distribution for water, obtained

0.029, 1.026+ 0.030, 1.006+ 0.029, 1.003+0.031, and USIN the parametric images and the ROl method, were
' ' ' ! gompared for both soft-tissue and tumor regions. Table 3

0.942 = 0.155 for models 1a, 1b, 2a, 2b, 3a, and 3 'h h I f Il batient lculated usi
respectively. Only for model 3b did the ROI and parametr% ows the mean values for all patients, caiculated using
odel 1b. On average, the estimates of the volume of

methods give appreciably different mean flow values. Fur: tribution for t imilar (Student paired
thermore, only for this model were there individual patient%IS ribution for tumor were very similar (Student pair

1.2
5.0 1 ]
A ]
G ® Study 1 = 1.1
u . » o ® -
E " 2
£ 40 A = Study 2 x P g oAl o ¢ 3
£ T P o " e 8
£ . A Study 3 = 1.0 ----ﬁ!----,,ai ------ 20-----¥% R . 5
— ~— A L]
£ 30 S . a a
— E 0.9 o
z 2 ;
3 20 e 0.8 ® Patient 1 a
o © | oPatent 2
- g A Patient 3
o] N 1 !
o 1.0 - 0.7 © Patient 4
[aa] n, o, " = Patient 5 A
* 0.6
0.0 1a 1b 2a 2b 3a 3b
1 2 3 4 5 Model
Patient
FIGURE 5. Tumor blood flow calculated from parametric im-

FIGURE 3. Multiple tumor blood flow measurements obtained  ages as fraction of same parameter calculated using ROl method
from model 2b parametric images. Patients 1 and 2 each had 2  with corresponding model. Data for 6 models are shown and, for
water studies; patients 3-5 each had 3 water studies. each model, data points for each patient are offset for clarity.
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TABLE 2

Soft-Tissue Blood Flow Calculated Using Both ROI 1.6
and Parametric Image Methods B 14
< {
f (mUmin/g)* fparamericy 5 2 {{ {{ { %
Model ROI Parametric f(RONT £ 1o {
la 0.027 = 0.011 0.123 = 0.049 50+ 20 z 0.8 I
1b 0.025 = 0.010 0.041 *= 0.059 1325 o 0.6
2a 0.213 £ 0.053 34+10 17379 %
2b 0.186 * 0.057 36*+11 22.0 =120 8 0.4 ® parametric image
3a 0.018 +0.007  0.021 = 0.007 1.16 + 0.11 B g2 R
3b 0.017 = 0.006 0.019 = 0.007 1.16 £ 0.15
0.0
. 1 2 3 4 5
*Mean = SD of flow measurements for all patients (13 studies). Patient

tMean = SD of 13 individual bias estimates.

FIGURE 6. Myocardial blood flow obtained using both paramet-
ric image and ROI methods for each patient. Model 2b was used

test,P = 0.57) for the 2 methods; furthermore, no individuaih both cases and data points for each patient have been offset

patients differed by>3%. Note the large discrepancyforclarlty. Blood flow values are mean of measurements obtained
S from separate water studies, and error bars denote 1 SD.

between the parametric image and ROI data for the soft:

tissue regions that was highly significant (Student patred

test,P < 0.001).

The values of myocardial blood flow obtained from th
parametric images were compared with those measured ) .
the ROI method using, in each case, model 2b. The absoIB od flow, the fits f_requently failed to rea_ch an accurate
values of flow obtained by this latter method have been wéiP F‘VEVQT?]’.‘CG ]Sfdescrlbed below), and the d'”.‘agff gppeared
validated for the myocardiun®(). Flow values calculated nmzy. dls 'eh ect dw?szmostdpzrgnougce dm :] € images
using both ROI and parametric image methods are show ucec with models 2a an and made these IMmages
Figure 6. The mean blood flow was 1.380.13 and 1.09- ard to interpret. Model 3b handled the low-flow regions

0.15 mL/min/g for the parametric and ROI methods, respe ell but displayed Shf”“p discontinuitigs at high-flgw areas
tively; on average, the parametric images overestimat twere not present in the model 3a images. Having only 1

flow by 8.5%+ 2.8% compared with the ROI method. Not ree parameter, model 3a was robust throughout the field of

that all 5 patients had myocardial blood flow in a similaY'€V and, apart from the arterial blood volume effects,

range, including patients 2 and 3, who had large values Tiuced the n;)cl)stgaﬁy-to-ir;ter_predt flfow imerl]ges. .
tumor blood flow (Fig. 4). e tumor blood flow obtained from the parametric

images compared well with the corresponding data derived
DISCUSSION frqm fitting the modeI. to the regipnal time—activity curves
) o (Fig. 5). Although differences in the results of the 2
The particular tumors encountered in this study had blogg o2 -hes might be expected because of tissue heterogene-
flow in the range 0.4-4.2 mL/min/g and, compared with thg ' >g) no significant differences were detected for models
low values typically found in surrounding tissue, this mearita, 1b, 2a, 2b, and 3a. The reason for this close agreement is
Fhat they cogld be readily identified on the parametric flo robably associated with the fact that the image data were
images. In Figure 1, the tumor can be seen on the parameffic, i smoothed and the pixels within the tumor regions
images from each of the flow models as a region of locallye e thys highly correlated. It may be possible to reduce the
increased perfusion that corresponds to the area of high FRGe of the transverse smoothing filter if the injected dose
uptake. The parametric maps may facilitate comparisopz e increased, if additional smoothing were applied in the
axial direction, or if an iterative reconstruction algorithm
S TABLE 3 _ were used. For model 3b, the discrepancy in the flow results
Volume of Distribution for Regions of Tumor and Soft Tissue may be attributed to the incorrect assumptions of this
particular model (i.e., that resolution recovery is perfect and

Hetween blood flow and FDG metabolism and might be
ful in studies of tumor heterogeneity. In regions with low

Vq (mL/g)* : S ) o
— Va(parametric)) 4ot the volume of distribution is fixed at 0.91 mL/g).
ROI ROI Parametric Vq (RONT . . . . -
Including a blood term in this model provided a mechanism
Tumor 0.79+0.14 0.80+0.15  1.001+*0.016 to artificially compensate for the differences between the
Softtissue  0.123£0.039 0.014:+0016  010=011 measured data and the model, but the accuracy of the

parameter estimates was apparently compromised. The large
*Mean * SD of volume of distribution measurements (model 1b)  variability in ROl versus parametric flow values seen in
for all patients (13 studies). ' _ Figure 5 for model 3b may be caused by the increased
fMean = SD of 13 individual bias estimates. sensitivity of this model to the high noise levels present in

PARAMETRIC IMAGES OF BLooD FLow ¢ Lodge et al. 1789



the pixel-by-pixel data. Errors of this sort may be mor@&he flow information comes entirely from the washout term
likely to occur in regions of high flow where the tissueand, although this value is expected to be largely indepen-
time—activity curve more closely resembles the input fundent of partial-volume effects, it requires that the volume of
tion. This problem can be visualized in the model 3b imagesstribution be known. For the myocardium, this value is
(Figs. 1H and 2E) as a sharp discontinuity between high atitbught to be 0.91 mL/g, but it is not likely that this value is
low flow, which was not consistent with the 14-mm resoluapplicable throughout the body. From model 1b we can
tion of the image data. The quantitative accuracy of thesstimate the volume of distribution, and the data in Table 3
images may not be reliable in these regions, but the shatpow a value of 0.123 0.039 mL/g (ROl method) for soft
discontinuity did provide a way of identifying the high-flowtissue. Taking Y = 0.91 mL/g was therefore a poor
part of the tumor that was used for ROI definition. Note thatpproximation, in this case, and might account for the errors
the invalid model assumptions described above also afféctthe soft-tissue flow data obtained with these models. For
model 3a, but, because this model has only 1 free parametle tumor regions, the volume of distribution was found to
it may handle these data better. Although models 1b and Bé 0.80 = 0.15 mL/g and 0.79+ 0.14 mL/g for the
also include a blood volume factor, these models allow thparametric image and ROI methods, respectively. These
influx and efflux terms to be independent free variables anvdlues may be underestimate30) of the true values
the problem does not arise. because of partial-volume effects, and it seems that the
Although estimates of tumor blood flow obtained from thassumed value of 0.91 mL/g might be more accurate for
parametric images were unbiased (at least for models 1a, ttiese tumors than for soft tissue. Of course, other tumors
2a, 2b, and 3a) with respect to the ROI method, this was matly have quite different volumes of distribution, in which
the case for other regions of the image. For nontumorooase models that do not fityWvould be incorrect. Further
soft tissue, column 4 of Table 2 shows that the parametstudies involving a larger group of tumors would be required
images gave estimates of flow that were considerably greatiererify this.
than those of the ROI method, particularly for models 2a andIn one of the few quantitative studies of tumor blood flow
2b but also for models 1a and 1b. The high flow encounterétl), values of flow in malignant lesions were found to be
in the tumors resulted in both pixel and ROI time—activit$.298 + 0.170 mL/min/g. This study was of breast tumors,
curves with relatively low noise, which meant that reasorand flow was calculated using the model that we have
able fits were achieved. For other parts of the body, the blooeferred to as model la. At least 2 of the 5 patients in our
flow was lower and the time—activity curves, particularly fostudy had values of tumor blood flow that were significantly
the parametric method, were much noisier. This led to modgieater than this value: approximately 4.2 and 3.6 mL/min/g.
parameters with relatively high variance, especially in th&lthough these values seem surprisingly high, it should be
case of models l1a, 1b, 2a, and 2b, which had 2 or 3 fremmembered that renal cell metastases are known to be very
parameters. In our implementation of the parametric methadscular tumors. In addition, the flow in other parts of these
model parameters were always computed, although noisyages was in the normal range, suggesting that the
data tended to produce k valudgl(toward the maximum of high-flow values for tumor are reliable. The mean myocar-
the permitted search range (these points are readily appawiat blood flow for all 5 patients, obtained with model 2b
in Figs. 1E and F). Even when the search algorithm wéthe model typically used for cardiac studies) was 118
replaced by a brute-force search that examined all k valu@43 and 1.09t 0.15 mL/min/g for the parametric and ROI
in the permitted range, the problem remained. This effectrisethods, respectively. All 5 patients were expected to have
equivalent to a failure to converge (when the influx is low ihormal myocardial flow, and our data, including the 2
is difficult to measure the efflux) and accounts for the vergatients with the high tumor flows, were consistent with
high flow values encountered in the soft-tissue regions of theeviously reported normal values of 0.850.09 mL/min/g
parametric images (for models 1a, 1b, 2a, and 2b). (21), obtained using the same model. The pixel-by-pixel
For the soft-tissue data obtained with models 3a and 3hethod overestimated flow by 8.542.8% compared with
good agreement can be seen between the ROI and parantet-ROI method. This is not unexpected. The pixels near the
ric imaging results (Table 2). This is because these modeldge of the myocardium had very low counts and resulted in
imposed a more constrained fit and, in all cases, reachéulv values that had large relative SDs. Because the lowest
convergence. Although these ROIs probably contain possible flow value was 0 and the highest was (arbitrarily)
mixture of muscle, fat, and other soft tissue, the flow valud®, averaging such noisy pixel values together would bias
agree well with previously reported muscle blood flowhe flow data to slightly high values. This effect does not
values of 0.018+ 0.010 mL/min/g 29). The flow values occur with the ROl method because the pixels with the low
obtained with the ROI method for models 1a and 1b are alsounts do not contribute significantly to the mean time—
consistent with these previously published values, but tletivity curve.
flow values for models 2a and 2b are an order of magnitudeln this study, the parts of the body that could be
greater. This is associated with the fact that, in these modetsjestigated were restricted by the limited axial extent of the
an assumption was made about the volume of distributidRET scanner and the requirement to have the heart in the

1790 THE JoURNAL OF NuCLEAR MEDICINE ¢ VoIl. 41 « No. 11 « November 2000



field of view. This enabled the input function to be obtained- Bergmann SR, Fox KA, Rand AL, et al. Quantification of regional myocardial
. . blood flow in vivo with H,%0. Circulation. 1984;70:724—733.

from the Image data ?‘nd mean_t thaF the entire propeduﬁeHuang S-C, Schwaiger M, Carson RE, et al. Quantitative measurement of
could be performed in a noninvasive manner, without myocardial blood flow with oxygen-15 water and positron computed tomography:
arterial blood samplingx]_ﬁa_ Quantitative errors in deter- an assessment of potential and probledrisucl Med 1985;26:616—-625.

. R R H ; . Leenders KL. PET: blood flow and oxygen consumption in brain tumbrs.
mining the arterial mpyt function may arise because of Newro-Oncology1994:22:269-273.
partlal-volume and Spl”OVGI’ problems, but these WErQ, Mineura K, Sasajima T, Kowada M, et al. Perfusion and metabolism in predicting
expected to be small because of the large blood pool in thethe survival of patients with cerebral gliomaancer 1994;73:2386-2394.
left atrium and the relatively low spillover fromsp]water 7. Kuhn GD, Relssgr C, D|m|trakopou|ou—Str§us§A, Qberdorfer F, Strauss LG. PET
. h ial Il E di h . . studies of perfusion and glucose metabolism in patients with untreated head and
In the atrial walls. Extending the parametric |ma_g|ng ap- neck tumoursOnkologie 1997:20:226-230.
proach to other parts of the body would require more.

Dimitrakopoulou-Strauss A, Strauss LG, Schlag P, et al. Intravenous and
Sophisticated techniques for extracting the input function intra-arterial oxygen-15-labeled water and fluorine-18-labeled fluorouracil in
from imaaes 33) patients with liver metastases from colorectal carcinodnsucl Med 1998;39:
Imag o o  465-473.
More complex kinetic models may be required in certair. Taniguchi H, Koyama H, Masuyama M, et al. Angiotensin-Ii-induced hyperten-
circumstances (e_g_, |iveB®) but, even in these cases, the sion chemotherapy: evaluation of hepatic blood flow with oxygen-15 BEITicl
: : H Med 1996;37:1522-1523.
Slm,ple me,thOd we pr'esent may be US.er| tp help Vlsua“% . Strauss LG, Conti PS. The applications of PET in oncolagWucl Med
regional differences in blood flow. It is unlikely that any  199;1.32:623-64s.
single model will be completely valid for all parts of thei1. wilson CBIH, Lammertsma AA, McKenzie CG, Sikora K, Jones T. Measure-
body, and this should be borne in mind when interpreting me.ntslof blood flow and exch.anging Watgr spgces in bregst tumors using positron
.. . . . emission tomography: a rapid and noninvasive dynamic metBadcer Res
parametric images. nghly accurate quantification may not ;995521592 1597.
always be possible using simple models such as model 3a.Huang S-C, Carson RE, Hoffman EJ, et al. Quantitative measurement of local
Nonetheless, the parametric images generated in this Way:erebral blood flow in humans by positron computed tomography and O-15 water.
fult id th | t of ROI ithout th df J Cereb Blood Flow Metal1983;3:141-153.
are_use U 0 ay € placemen O. S (WI ou e nee . 9:,( Alpert NM, Eriksson L, Chang JY, et al. Strategy for the measurement of regional
registration with complementary images), to permit detailed cerebral blood flow using short-lived tracers and emission tomograpBgreb
regional analysis, and to assess potential inhomogeneities irPlood Flow Metab1984,428-34.
14. Koeppe RA, Holden JE, Ip WR. Performance comparison of parameter estimation
flow over the tumor
' techniques for the quantitation of local cerebral blood flow by dynamic positron
computed tomography. Cereb Blood Flow Metat1985;5:224—-234.
15. Carson RE, Huang S-C, Green MV. Weighted integration method for local
CONCLUSION cerebral blood flow measurements with positron emission tomogrdpB@greb
Pixel-by-pixel methods are a convenient way of analyzing Blood Flow Metab1986;6:245-256.
. . J% Frey KA, Holthoff VA, Koeppe RA, Jewett DM, Kilbourn MR, Kuhl DE.
Iarge. dynamlc datqsets, and the teChmque was found to € arametric in vivo imaging of benzodiazepine receptor distribution in human
applicable to studies of tumor blood flow. The tumors brain.Ann Neurol 1991;30:663-672.
encountered in this study had high flow Compared with thé—f' Cordes M, Snow BJ, l\_/lorr.lson S, Sossi V, Ruth T_J, Calne.DE_i. Parametrlmmz}glng
f t other ti hich t that th Idb dil of the rate constant Ki using§luoro]-L-dopa positron emission tomography in
_O mos other ussues, w IC_ mean a - €y cou er_ea Iyprogressivesupranuclearpalsl,euroradiology1993;35:404—409.
identified on the parametric images. With the exception @. choi Y, Hawkins RA, Huang S-C, et al. Parametric images of myocardial
model 3b' the estimates of tumor blood flow derived from metabolicrate ofglucosg generated from dynamic cardiac PET and 2-[F-18]fluoro-
the parametric images were unbiased compared with thqge? 262 D-glucose studiedNucl Med 1991;32:733-738.
p g p qg Nitzsche EU, Choi Y, Killion D, et al. Quantification and parametric imaging of

of the ROI method and were reproducible with an SD of renal cortical blood-flow in-vivo based on Patlak graphical analy&igney Int
7%-10%. In models 1a, 1b, 2a, and 2b, large errors were 1993;44:985-996.

. . . Messa C, Choi YC, Hoh CK, et al. Quantification of glucose utilization in liver
observed in plxels with low counts, and care must be také% metastases: parametric imaging of FDG uptake with PETComput Assist

to exclude such pixels from tumor ROIs. Having only 1 free Tomogr 1992;16:684-689.

parameter, model 3a produced the most robust imag?éslida H,_Kanno I, Takahashi A,let al. i\/leasuretne‘nt of absolute myocardial blood
throughout the field of view and may prove to be a useful ¢ 0 (o 2o e e e o ton 10666100
model for visualizing regional tumor blood flow and for o
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