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This study investigates the ability of artificial neural networks (ANN)
to simultaneously correct for attenuation and Compton scattering in
scintigraphic imaging. Methods: Three sets of experiments are
conducted using images of radioactive sources with various shapes
and distributions in a homogeneous medium. Numerical Monte
Carlo simulations and physical phantom acquisitions of radioactive
geometric sources provide the basic material for correction. Our
method is based on the following assumptions: information needed
to correct for scattering can be extracted from the energy spectrum
at each pixel without any assumption concerning the source distri
bution, and two diametrically opposed energy spectrum acquisi
tions yield enough information on the source location in the diffusing
medium for simultaneous correction for attenuation and scattering.
Results: Qualitative and quantitative evaluationsof scatter correc
tion by ANN demonstrate its ability to perform scatter correction
from the energy spectra observed in each pixel. By using the energy
spectra of incident photons detected in two diametrically opposed
images, multilayer neural networks are able to perform a proper
restitution of projection Â¡mageswithout any assumption on geome
try or position of radioactive sources in simple geometric cases.
ANN corrections compare favorably to those provided by five of the
most popular methods. A satisfying correction of both scatter and
attenuation is observed for a human pelvis scan obtained during
routine clinical practice. Conclusion: An ANN is an efficient tool for
attenuation and Compton scattering in simple model cases. The
results obtained for routine scintigrams in a much more complex
situation are strong incentives for performing further studies.
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UsIseful information in conventional nuclear medicine images
is impaired by photon attenuation and scattering. These effects
are related to the wide energy window settings (20% round the
photopeak) that must be used to shorten image acquisition time
(this conventional approach will be referred to as F20 thereaf
ter). Contrast is reduced, objects edges are blurred; quantitative
analysis is not feasible. Quantitation of regional concentrations
of radioisotope from the images, therefore, requires a proper
correction.

Many methods have been described to correct for Compton
scattering, mainly acquisition of scattered events in a separate
energy discrimination window (1), asymmetric photopeak win
dows (2), dual photopeak windows (3), triple-energy windows
(4-6) and image deconvolution by a scatter distribution func
tion (7-70).

Among more recent methods, the spectral approach is prom
ising but requires specialized hardware for energy spectrum
acquisition. The unscattered and scattered photon distributions
in each pixel are obtained by a polynomial model (77), models
derived from Klein and Nishina equations (72), holospectral
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imaging (a principal component analysis) (Â¡3,14) or factorial
analysis of the energy spectrum (75-79). All these methods
require additional procedures to handle attenuation. A precise
knowledge of the radioactive source distribution is then needed.

Artificial neural networks (ANN) have demonstrated effi
ciency for generalization, interpolation and extraction of infor
mation embedded in complex data. They have been used for
image restoration (20,21), lesion detection (22-24) or clinical
diagnostic tasks (25-34). An artificial neural network has been

used by Ogawa (35) to separate unscattered and scattered
photons. By using five small windows along the energy
spectrum and a rather simple neural network, an accurate
estimation of primary photons was achieved with an error ratio
of 5%. Simultaneous correction of attenuation and scatter has
also been demonstrated using an ANN for tomographic image
reconstruction (SPECT) with impressive efficiency (36). In
both situations, the use of ANN results in a significant improve
ment of quantitative accuracy.

To avoid resorting to a geometric mean or attenuation matrix,
we proposed combining these two approaches to address the
problem of simultaneous correction for attenuation and scatter
when two diametrically opposed views are available. The
purpose of this study is to use a neural network method to
perform simultaneous correction for scattering and attenuation
on limited series of spectral images. Our approach relies on the
following assumptions:

1. The information needed to correct scattering can be
extracted from the energy spectrum at each pixel without
any assumption on the source distribution.

2. Two diametrically opposed energy spectrum acquisitions
yield enough information about the source location in the
diffusing medium for simultaneous correction of attenua
tion and scattering.

3. For physical phantoms, acquisitions in air can be consid
ered as scattering and attenuation-free images and, there
fore, be used as targets for neural network learning.

In the first part of the study, we investigate the ability of an
ANN to correct scattering from the energy spectrum observed at
each pixel of the image. In the second part, we evaluate the
ability of ANN to correct for attenuation using two diametri
cally opposed acquisitions of punctual sources. In the third part,
the ANN's ability to correct for both scatter and attenuation is

assessed. Finally, a clinical case (pelvic bone scan) is used to
visually appreciate the quality of correction.

MATERIALS AND METHODS

Numerical Simulations of Radioactive Sources
All sources were simulated in a 20 X 20 X 200-cm water

phantom. Monte Carlo simulations of punctual, linear, planar and
volumic (a sphere and a cylinder) radioactive sources at multiple
depths in a diffusing medium and in air were performed with the
SIMSET simulation software package (37). Simulations take into
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account Compton and photoelectric interactions. The following
sources were considered:

1. -1 quasipunctual source: (sphere, radius = 0.1 cm) at 13
depths ranging from 1-29 cm;

2. â€”lquasilinear source: (cylinder, radius = 0.1 cm, height =
15 cm) at 13 depths ranging from 1-29 cm;

3. â€”3quasiplanar sources: sizes 0.1 X 5 X 5 cm, 0.1 X 10 X

100 cm and 0.1 X 20 X 200 cm) at 9 depths ranging from
1-29 cm;

4. â€”1 spherical source: radius = 10 cm, with center at a depth

of 15 cm;
5. â€”1 cylindrical source: radius = 10 cm, height = 15 cm with

center at a depth of 15 cm.

Each simulation of 2 million detected photons took about 2 hr on
a SUN SPARK 20 (Sun, Mountain View, CA). Parameters of the
simulation were chosen to reproduce the characteristics of the
system used in this study for real acquisitions (Helix camera;
Elscint Ltd., Ra'anana, Israel) with HR-LE collimators (HPC-45).

Images (64 X 64 pixels) of primary and scattered photons were
obtained for 32 energy windows of 3.5 keV ranging from 70-182

keV.

Physical Phantoms: Radioactive Sources and Scintigraphic
Acquisitions

Radioactive sources were placed in a large container (20 X 20 X
200 cm) either filled or not with water. Spheres (5, 15, 30, 65 and
100 cm (3) and a torus (100 cm (3) were filled with a solution of
99mTc.Activities in spherical sources ranged from 37 to 370 MBq

(according to the size of the source) and was 37 MBq for the torus.
Different source depths were used, ranging from 3 to 15 cm (step
size: 2 cm). Scintigraphic acquisitions were realized with two
diametrically opposed detectors and low-energy, high-resolution
collimators (HPC-45). Acquisition time was chosen to detect about
1000 events in the hottest pixel. For each source, 32 images with an
energy window of 3.5 keV, spanned between 70 and 182 keV were
acquired. In addition, conventional images with a 20% energy
window from 126-154 keV (F20) were acquired for comparison

purposes.

Clinical Study
For the clinical study, anterior and posterior spectral images of

the pelvis zone (32 energy windows, 70 -182 keV, 150s per image)
were acquired 3 hr after the injection of 600 MBq to a 45-yr-old
man referred to for a bone scintigram. To test the ability to correct
for attenuation, half of the field (left part) was shadowed by a
rectangular piece of Plexiglas (thickness = 1.5 cm) to get a 20%
attenuation of signal in the posterior view.

Artificial Neural Network Architecture
The ANN used was a multilayer perceptron (MLP) featured with

the error backpropagation algorithm as learning tool (39). This type
of ANN has been found particularly convenient for the simulation
of any numerical function. Implementation of this network was
embedded in a software package developed in our laboratory and it
runs on Macintosh computers (38).

An MLP is made of partly connected artificial neurons. Artificial
neurons have some of the characteristics of the biological neuron.
They generally have several inputs and one output. Inputs can be
external data as well as outputs of other neurons. The effect of each
input is regulated by a specific weight that carries part of the
knowledge embedded in the MLP after the learning phase. A
weighted sum of the inputs is used to calculate the activation of the
neuron (its internal state) by the way of an activation function.
Commonly used activation functions are nonlinear: sigmoid, logis
tic or hyperbolic tangent (40). This activation is propagated to the

next neurons via the output. The MLP are organized in multiple
layers. The data are applied to a first layer referred to as input layer;
the last layer, referred to as output layer yields the MLP results.
These two layers are separated by the so called hidden layers. Each
neuron of each layer has a connection with each neuron of the next
layer.

The architecture of the MLP is entirely described by the number
of neurons of each layer. For example, the notation (18 â€”Â»H6 â€”Â»
H4 â€”Â»O2), describes an MLP composed of an input layer (eight

neurons) two hidden layers (six and four neurons, respectively) and
an output layer of two neurons.

Artificial Neural Network Learning
A learning phase with typical examples must precede the use of

an MLP network for the analysis of new cases. The learning phase
is supervised: each example given as input to the network is
associated with a solution that is the expected network output. In
our work, input data are derived from the anterior and posterior
spectrum values for a given pixel whereas the expected output
values are the pixel count in the scatter and attenuation free image
(Fig. 1). Due to the overfitting problem (also called learning by
heart: the network is often powerful enough to specifically recog
nize every example of the learning set) that can occur in this
situation, the learning set is split into two parts: the first subset is
referred to as the training set, the second one as the validation set.
The training set is used for weights adjustment, the validation set
is used for MLP efficiency evaluation and global convergence
testing.

Here are the successive steps of a typical learning session:
All weights are initialized with random values. The network is

then submitted to an iterative weight adjustment procedure:

1. An example from the training set is applied at the MLP input.
2. The output is calculated through activation propagation in the

MLP.
3. The error between the network output and the expected

output is computed.
4. The weights are adjusted through the error backpropagation

algorithm that tends to minimize the error between the
expected and calculated outputs.

5. Steps 1-4 are reiterated for the input data of the training set.

6. The root mean square error (RMS) and the ratio likelihood/
maximum likelihood (RL), which are some of the criteria
characterizing the quality of learning, are computed using the
validation set of data. The selection of the best criterion must
be in harmony with known characteristics of noise (see
Discussion). RMS and RL expressions are detailed in the
section Evaluation of Methods.

Steps 1-6 are repeated. Typically, the error reduces very quickly

at the beginning of the learning phase, much slowly thereafter. On
the training set, the error can be drastically reduced whereas a
divergence may appear on the validation set when the network
starts learning the samples of the training set by heart. The learning
phase is halted when the divergence is detectable or when no
significant reduction of the error is observed anymore. A set of
weights (weight matrix) is obtained after each learning step. The
set minimizing (or maximizing) one of the evaluation criteria (see
below, evaluation paragraph) on the validation set is selected.

When learning is achieved, an evaluation phase is run using an
independent set of data: the evaluation set.

Designing an ANN for Scattering and Attenuation
Correction

General rules for designing an MLP architecture (number of
hidden layers and number of neurons in each layer) are almost
empirical (39). The design of the network has little influence on
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FIGURE 1. Design of the full system:
each pixel provides a photon-energy

spectrum which is given as part of the
input to the network.

performance provided the number of neurons in the hidden layers
exceeds a critical lower limit, and the training set is representative
and large enough. As a rule of thumb, the number of hidden
neurons being equal to half the sum of the input and output neurons
is the critical lower limit. To meet these requirements, we have
systematically used an MLP with two hidden layers and more
neurons than strictly necessary in the hidden layers. Similarly, to
avoid overfitting, the number of examples in the training set must
be at least two to four times the number of weights. In these
studies, the number of examples exceeded by more than 10 times
the number of weights.

Pixel Selection for the Learning Phase
The MLP were trained on subsets of pixel data extracted from

the learning images. Almost every image was symmetrical so that
pixels in a quadrant or on lines drawn from the object center could
be considered as representative of the whole image and, subse
quently, were the only ones used.

Scattering Correction
Raw input data were composed of the energy spectrum observed

in each pixel. These spectra were obtained either by simulation or
by physical acquisition and sampled in 16 energy windows of 7
keV. The related output, yielded by a single neuron, was the ratio

of the primary photon count to the total detected photon count.
Because we were only concerned with relative counts of photons,
energy spectra given as inputs were normalized to the total count of
photons. A two-hidden-layer MLP was used: (116 â€”>H8 â€”Â»H4 â€”Â»

01).
The training and validation sets were composed of pixels

extracted from Monte Carlo-simulated images of the quasi linear
radioactive source and of the three quasi planar radioactive sources
at 6 depths (1-29 cm) in water (thickness 30 cm). 6210 pixels were
retained for learning and 2430 for validation.

Composition of the Evaluation Set
Monte Carlo-simulated images of the quasi linear source at three

depths (different from those used for MLP training) and of the
spherical and cylindrical sources:

1. Physical acquisitions of the radioactive torus at 6 depths
(5-15 cm) in water.

2. This set was designed to evaluate the MLP ability to
generalize from the case of numerical simulations of linear
and planar sources to that of numerical simulations of
spherical and cylindrical sources and the case of real data
(toric source). Making use of linear and planar source was
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necessary to reproduce the great variety of spectra observed
in reality for punctual to volumic sources.

Attenuation Correction
Under conditions of narrow-beam geometry, the transmission of

a monoenergetic photobeam through an absorbing medium is
described by an exponential equation:

where I is the beam intensity transmitted through a thickness d of
absorber; I()is the intensity recorded in absence of absorber; and p,
is the linear attenuation coefficient of the absorber at the photon
energy of interest. In narrow-beam geometry, the calculation of the
geometric mean (GM) of two opposite views (Iant and 1^,) of a
punctual source in an attenuating medium can solve the problem of
attenuation as far as the thickness (D) of the medium is known:

I = GM = N'U 'W, = Io â€¢eXp-^D/2

With a distributed source a correction must be included to account
for self-attenuation:

gx/2 \

sinh(pix/2)/
.-M-D/2

where x is the thickness of source. However, in practice the
thickness of source is usually not known so that the correction
factor cannot be evaluated. We have subsequently used the GM in
this work. In doing so, the resulting error for the intensity of the
sources used in this work was almost negligible (see Discussion).
An MLP was trained on numerical simulations of punctual sources
with activities varying from 0 to 255 (arbitrary units), at various
depths (five levels for each thickness), in a scattering and absorbing
medium (five thicknesses, 10-30 cm).

The source activity was used as the target (expected output).
Three sets of experiments were conducted:

1. Correction for attenuation was attempted on the mere basis
of the counts in the conventional window from the anterior
(Iant) and posterior views (Iposl)and the GM, given as inputs
to MLP. A two-hidden-layer MLP was used: (13 -Â»H8 -> H4

2 The thickness of the scattering medium was given as addi
tional input. A two-hidden-layer MLP was used: (14 -Â»H8 â€”Â»

3. The energy spectra (105-161 keV) from two opposite views
distributed on 2 X 8 windows of 7 keV were used as inputs
as an alternative to thickness. Spectra were obtained by
Monte Carlo simulation of the punctual source at the same
depths in water. A two-hidden-layer MLP was used: (119 â€”Â»
H8 ->H4

Although not strictly necessary, the GM was added as input in
every experiment because it was observed that it dramatically
reduced the learning times. The comparison of calculated and
simulated activities was done for the evaluation phase with 25
dataseis obtained at different depths and thicknesses.

Simultaneous Scattering and Attenuation Correction
Images obtained from physical phantoms were used. The con

ventional window from anterior (Ianl)and posterior view (Ipost),the
GM (Vlam'IpoJ and the energy spectra (105-161 keV) distributed

on 2 X 8 windows of 7 keV (for each anterior and posterior view)
were given as inputs. Counts in air were given as target. A
two-hidden-layer MLP was used: (119 -Â»H 16 -Â»H8-^O1). MLP

was trained, validated and evaluated on real acquisition data.
Data were extracted from a couple of opposite views of the real

spherical radioactive sources (5, 30 and 100 cc) in air and water (30

cm thickness) with depths ranging from 3-15 cm (2 cm steps). Pixels
32 130 were used for learning and 2 1726 for testing. The closest view
obtained in air from the two opposite detectors was used as target.

Composition of Evaluation Sets
Evaluation sets were composed as follows:

1. Real acquisitions of the radioactive spherical source (65 cc),
in water and air.

2. Real acquisitions of the radioactive torus (100 cc), in water
and air.

Other Scatter Correction Methods
Compton Window Method (JZ). This method proposed by

Jaszczak et al. (/) is based on an acquisition in a secondary
Compton region window (from 92 to 125 keV). The scatter-
corrected image is obtained by subtraction of the Compton window
count, after normalization by a factor 0.5, from the photopeak
window count.

Dual-Photopeak Window Method (KG). This method proposed
by King et al. (3) uses two nonoverlapping energy windows (10%)
located on each side of the photopeak. It hypothesizes the existence
of a correlation between the scatter fraction (SF) and the ratio of
the count in the lower window divided by the count in the upper
window (Rs): SF = A-(RS)B + C, where A, B and C are parameters
to be estimated from dual-photopeak window acquisitions of a
radioactive point source in an elliptical attenuator in air. The
scatter-to-total ratio (STR) for each pixel is subsequently estimated
by STR = SF/(SF + 1). Typical values of 0.32, 1.9 and -0.15,

respectively, for A, B and C were obtained by King et al. but were
found to give a systematic overcorrection for scattering in our
work. These parameters have been subsequently estimated by
fitting the dual photopeak model to the data corresponding to the
linear source. Best A, B and C estimates were found to be 0.034,
4 and -0.1.

Triple- Window Methods (OG1. OG2 and BG). These methods
use three energy windows. The first one is the ordinary photopeak
window and the two others are narrow-energy windows (Cl and
C2) located on each side of the photopeak window. The scatter
events (SE) in the photopeak window are estimated from the counts
in windows Cl and C2 and the window sizes WO (for the
photopeak window), Wl and W2 (for the narrow-energy windows)
by:

SE = (C1/W1 + C2/W2) â€¢WO/2 (OG1) Ogawa et al. (J)

or SE = CI AVI â€¢WO/2 (OG2) Ogawa et al. (6)

or SE = (Cl/Wl - C2/W2) â€¢WO/2 (BG) Bourguignon et al. (41).

Evaluation of Methods
Conventional images, images corrected by neural network or by

other scatter correction methods, were compared to the reference
images. For scattering correction, the reference images were
primary photon images obtained by Monte Carlo simulations. For
attenuation and scattering correction on physical phantoms, the
image acquisitions obtained in air were considered as the reference.
A visual evaluation of the correction was achieved by subtracting
the corrected images from the reference image. Three criteria were
used as global quantifiers of errors over the whole image:

Root mean square errors Recovery Likelihood:

- oÂ¡)2 RCV = â€” LKD = fi
oÂ»
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where tÂ¡is the true pixel value, o, is the value obtained by MLP
and n the number of examples in the set.

For the likelihood, the results were expressed as RL: ratio of
logarithm of likelihood to logarithm of maximum of likelihood
(obtained for tÂ¡= oÂ¡).

RESULTS

Learning Time and Error Measurements
Depending on the size of the learning set, 5,000-10,000

cycles of data presentation were required to obtain a minimi
zation of error estimates (20-40 hr of computing time). The
evolution of the three-error criteria computed on the validation
set were found nearly similar for all the learning phases. After
a steep variation, the learning curves reached a plateau with no
further improvement. Thanks to the important size and hetero
geneity of the learning set (n = 1,500-32,000), no overfitting
was observed during the learning phases. Therefore, the selec
tion of the optimal weight matrix was not a decisive step: any
matrix obtained in the learning plateau could be indifferently
used.

Scattering Correction
The output expected from the MLP was the ratio of primary

photon count to total photon count. Images were reconstructed
from this ratio. The learning phase was exclusively conducted
on data obtained from the linear and planar sources using Monte
Carlo simulations.

FIGURE 2. Examples of three-dimen
sional profiles obtained for scatter cor
rected images of the linear source at
12.5 cm depth. The three-dimensional
profiles are labeled as follows: REF =
profile for primary photons image;
F20 = profile for conventional 20% win

dow image. Corrected images are la
beled according to the methods as fol
lows: OG1 = first Ogawa method;
OG2 = second Ogawa method; BG =
Bourguignon method; KG = dual-pho-
topeak method; JZ = Compton win
dow method; ANN = neural network
method. A logarithmic scale is used for
the z-axis.

Simulated Linear Source
Correction was almost perfect in the area of the source (Fig.

2), and the scattered part outside the source was strongly
reduced. As a result, edges were sharper and contrast was
enhanced. Corrections offered by other methods were less
accurate, particularly in the edge regions and outside the source.
As expected, performances of all methods degraded when
source depth was increased (Table 1). However, the ANN

TABLE 1
Errors for Linear Source at 7.5, 12.5 and 25 cm

F20% OG1 OG2 BG KG JZ ANN

RMS

RCV(%)

RL (%)7.5cm

12.5cm
25.0 cm

7.5cm
12.5cm
25.0 cm

7.5cm
12.5cm
25.0 cm13.5

18.4
28.6

185
225
301

0
0
02.7

4.7
9.8

111
122
152
68
17
22.7

4.7
9.8

111
122
152
68
17
22.7

4.7
9.8

111
122
152
68
17
22.3

3.5
6.0

110
119
133
87
28
215.0

7.3
13.1

121
136
175
31

3
00.67

1.6
3.5

102
110
113
96
79
45

RMS = root mean square error; RCV = recovery; RL = likelihood/
maximum likelihood ratio; OG1, OG2 and BG = triple-window methods;
KG = dual-photopeak window method; JZ = Compton window method;
ANN = artificial neural networks.
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TABLE 2
Errors for Spherical and Cylindrical Source

F20% OG1 OG2 BG KG JZ ANN

Spheric source
RMS 15.72 4.24 3.97 3.81 4.94 4.72 2.23
RCV(%) 162 95 96 98 112 97 101
RL(%) 1 24 27 30 37 27 67

Cylindrical source
RMS 25.41 9.38 8.89 8.61 8.75 7.47 4.89
RCV(%) 158 92 94 96 108 95 98
RL(%) 0 8 10 12 22 21 48

See Table 1 for definitions.

consistently offered the best correction. It must be pointed out
that, depending on the depth of sources, the different methods
were more or less efficient (Table 1). For example, the JZ
method appeared more fitted to small depths, whereas the
three-window methods provided better results when depth is
important.

Spherical and Cylindrical Simulated Sources
Quantitative evaluation performed on the whole image

showed that the correction achieved by the MLP was still
adequate, although slightly degraded, for spherical and cylin

drical sources (Table 2). Others' methods behaved similarly,

with results, however, consistently lower than those provided
by the MLP. Visual inspection of source images and error
images supported these conclusions (Fig. 3 for the cylindrical
source). Corrected images offered by the MLP and JZ methods
were the closest to reference. In particular, scattered photons in
nonradioactive areas are properly discarded. A plot of the
predicted count of photons, as a function of the expected count
of photons (for the cylindrical source), allowed detailed exam
ination of the corrections provided by the six methods (Fig. 4).
Use of the 20% window resulted in photon counts that were
systematically overestimated. In addition, the higher the photon
count, the larger the error. This last phenomenon was clearly a
consequence of the source geometry. No such bias was detect
able when triple-window methods or the KG method were used,
but corrections resulted in increased variability. The scatterplot
for the JZ method indicated lower variability in the predictions,
but hot spots were overcorrected. In contrast, MLP results were
unbiased, while variability was kept small.

Toric Physical Phantom
Whatever the method, performances underwent further re

duction (Table 3). The MLP method yielded the best results. In
particular, the quality of correction did not rely on the depth of
the source. A similar pattern is observed for the KG method, but

MLP

BGKGJZMLP

RGURE 3. Scattering correction by six
methods for the cylindric source. La
bels are similar to Figure 2. A logarithm
scale is used to display the images. (A)
Corrected images. (B) Error images ob
tained by subtraction of the primary
photons image (target) from the scatter-
uncorrected images (F20) and scatter-

corrected images (as they appear in
Fig. 3A).
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Reference
FIGURE 4. Graphs of pixel count cor
rected by the six scattering correction
methods versus primary photons
count. Labels are similar to Figure 2.

the level of correction is not as good. As has been previously
observed with numerical simulations, the triple-window meth
ods provided better results when depth is important.

Attenuation Correction
When the energy spectra (105-161 keV) from two opposite

views were given, the MLP provided almost perfect attenuation
correction regardless of the depth of the punctual source and the
thickness of the attenuating medium (Fig. 5C). As expected,
when the available data were only composed of the opposite
counts in the 20% windows, the thickness of attenuating
medium was required as input to the neural network to obtain an
accurate correction (Fig. 5A and B).

Scattering and Attenuation Correction
For spherical sources as well as the torical source, the

correction provided by MLP for scattering and attenuation was
adequate (Table 4 and 5). The error was always lower than 10%
regardless of depth. Noise was reduced and the edges were
sharper than those obtained with the GM and even in air for
regions without activity (Fig. 6A-C). Drastically better results
than the GM method were obtained when depth was important
[i.e., when diffusion played an important role (results not
shown)]. For spherical sources, the mean density profile
through the source almost exactly matches that obtained in air
except on edges where a small but systematic overcorrection
was detectable (Fig. 6D).
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TABLE 3
Errors for Toric Source 100 cm3 at 5, 7,11, 13 and 15 cm

RMSRCV

(%)RL(%)5cm7cm11

cm13cm15cm5cm7cm11

cm13cm15cm5cm7cm11

cm13cm15cmF20%14.312.515.921.022.412212213114614734200OG111.413.914.47.988.8918890100991412103639OG210.312.813.37.387.979289911021001815143931BG9.4411.812.36.107.399491931031022119173931KG9.427.227.609.568.681051031051161152340392224JZ7.866.988.3311.311.710510410512312325262375ANN8.56.586.267.426.6010398991101093050533735See

Table 1 for definitions.

Corrections for pelvis scans were satisfactory (Fig. 7). The
location of the piece of Plexiglas was clearly visible in the
posterior view and was still perceptible in the GM image. In
contrast, both sides of the image corrected by MLP displayed
similar intensities as shown by the profile plot. The contrast was
enhanced (e.g., hands and femurs were strongly intensified) and
edges were sharper although noise was slightly increased.

DISCUSSION

Stopping Criterion for Learning Phase

The mean-square-error criterion is widely used to supervise
the learning phase of MLP. This criterion is suited for Gaussian
distribution of error. However, radioactive counts are distrib
uted according to a Poisson law so that it could be advisable to
maximize the likelihood (42). In practice, the evolution of these
two criteria during the learning phases were almost similar in all
cases. It is believed that these two criteria lead to similar
conclusions probably because the most counts were higher than
30 in the dataseis.

Scattering Correction
Qualitative and quantitative evaluation of scatter correction

provided by our ANN show its ability to perform a scatter

TABLE 4
Errors for Real Sphere 65cc (Activity Range 0-255)

at 13 cm Depth

RMSRCV
(%)RL
(%)See

Table3

cm11.0894385cm12.3498267cm11.76109249cm11.831092311cm13.29962313cm11.2795331

for definitions.

correction from the energy spectrum observed in each pixel.
The residual error (estimated by the square root of count in
pixels) is at the level of the noise (Fig. 3B). Results obtained on
the cylindrical and torical radioactive source show that the
ANN can generalize to other shapes and work on real scinti-
graphic images, albeit with reduced efficiency. It is suggested
that efficiency may be improved, using images of physical
phantoms as learning data, provided a good scatter free refer
ence is available.

Results obtained by MLP are at least equivalent to or better
than the other methods used in this work. For greatest depths of
radioactive sources, the difference in favor of MLP increases.
For some of these methods (OG1, OG2, BG, KG), the correc
tion is unbiased, but the variance is great compared to the
variance observed for the image (F20% images, Fig. 4). This
high variance may result from the small size of the energy
windows used by these methods to correct for scattering. In
contrast, a small variance is observed for the JZ method, but the
correction is biased. An efficient posterior correction could be
achieved by a fine tuning of the normalization factor. However,
this ad hoc adaptation has to be made on a case-by-case basis.

Attenuation Correction
In narrow-beam conditions, a proper correction can be

numerically achieved given the thickness of the attenuating
medium and counts in two opposite views. We have shown that
data dealing with thickness are embedded in the energy spectra
in such a way that MLP can correct for attenuation without
being explicitly given the thickness. However, practical prob
lems of photon-beam attenuation in nuclear medicine usually
happen under broad-beam conditions. Transmission of a source
at depth d is increased by a factor B called the buildup factor
(43). It is given by T = exp("BM-d),where B depends on the

photon energy and on the source geometries. Therefore, we

0 50 100150200250

Expectedvalues

0 50 100150200250 0 50 100150200250

B

FIGURE 5. Comparison of activity values given by MLP and the real activity of a punctual source for the three sets of experiments when: (A) lant, Ipost and
GM are given to MLP, (B) lant, Ipost, GM and thickness are given to MLP and (C) lant, Ipost, GM and spectra are given to MLP (25 evaluation curves for each
panel, each with different depths and thicknesses of attenuating medium).
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TABLE 5
Errors for Torio Source 100 cm3 (Activity Range 0-255)

at 9 cm Depth

3 cm 5 cm 7 cm 9 cm 11 cm 13 cm

RMSRCV
(%)

RL (%)15.97981215.78972014.221011813.471051712.631061911.7710223

See Table 1 for definitions.

were not in a position to learn to correct for attenuation alone in
broad-beam conditions so that we had to design a new network
to simultaneously handle attenuation and scattering. Consider
ing that thickness information is usually not available in clinical
situations, especially for static or dynamic imaging, both
spectra have been considered thereafter with the goal of both
attenuation and scattering correction.

Scattering and Attenuation Correction
Proper correction of scatter and attenuation is provided by

MLP when physical phantoms are used. However, the target
used for the learning phase is an image obtained in air. The
scattering and attenuation by air is negligible, but a problem
arises from the scattering and attenuation involved by the
source itself. The learning set includes small-sized sources for
which scattering and self-attenuation are low. Self-attenuation
in the source ranges from 0.2% (1-cc source) to 4% (100-cc
source) and was not considered. Figure 6 shows that the result
obtained by MLP processing on a sphere placed in a diffusing

medium exhibits lower counts outside the object than for the
same sphere placed in air. The systematic overcorrection made
by the neural network outside the biggest sources can be
understood as a valid correction made to the reference images.
Besides, corrections were made without considering the neigh
borhood of pixels. As a matter of fact, values of close pixels are
correlated, and they could be used to improve the accuracy of
the correction method. The correction offered for the images of
the pelvis is subjectively clinically useful, especially if we
consider that the network used for this task has been trained
with images obtained in conditions quite different from those
prevailing in the initial clinical study (heterogeneous diffusing
medium and variable thickness). In particular, the vanishment
of the effect on the piece of Plexiglas suggests that attenuation
correction is realistic.

Noise
The ability to work on data spoiled by noise is a fundamental

property of ANN (44). Neural networks are generally robust
with noisy data (even chaotic in the mathematical sense),
whereas such situations are devastating to most other tech
niques. This property has been implicitly called for during the
learning phase of our ANN by using noisy simulations or
acquisitions. The noise level of the learning data were similar to
that of real acquisitions, and the size of these learning dataseis
were chosen so that multiple samples of similar but noisy
spectra were available. We may wonder whether the process of
spectra normalization eliminates the absolute count/noise mag
nitude information. In fact, after normalization to total photon
counts, spectra obtained with a small number of photons are

FIGURE 6. Results for the spherical
source 65 cc: (A) image in air, (B) image
obtained using the GM, (C) image cor
rected by neural network. (D) Count pro
files along a diameter REF labels the
profile in ain GM labels the profile ob
tained using the GM; and ANN labels the
profile obtained from the image corrected
by neural network. A logarithm scale is
used to display the images.
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highly variable (among consecutive channels within each spec
trum), in contrast to those obtained with a high number of
photons. Variability of counts among channels in a given
spectrum as observed after normalization still provides MLP
with some information dealing with absolute count/noise ratios.
As described previously by Munley et al. (36), a slight increase
of noise after correction by MLP is still detectable, especially in
the low-count area in the pelvic clinical study. In our experi
ments, the counts in energy windows are often low, which
results in high variability and reduces the accuracy of the
results. However, contrast-enhancement, which is observed for
hands and femurs (lying in low-activity areas) in this study
indicates that the correction is still effective in these conditions.

CONCLUSION
Thanks to its comparative facility of implementation on

various computers, robustness, rapidity (after the learning
phase!) and success in the analysis of scintigraphic spectral
images, the ANN approach provides an attractive alternative to
classical techniques. The neural network approach requires no a
priori knowledge about the distribution of radioisotope in the
source (in contrast to the other methods of attenuation correc
tion). Both qualitative and qualitative results show that an
excellent correction can be made by a neural network method if
the homogeneous sources of various shapes and volumes sank
in a homogeneous medium with uniform thickness. Information
from two opposite spectra seems sufficient to obtain an adapted
correction in this context. Additional complexities such as
heterogeneity in absorbing medium and in the spatial distribu-

FIGURE 7. Simultaneous correction for
scatter and attenuation in a human pel
vis scintigraphy: (A) posterior view im
paired by a rectangular piece of Plexi
glas, (B) GM of posterior and anterior
view, (C) image corrected by the net
work, (D) intensity profiles along a line
through images B and C (location
shown by marks).

tion of radioactivity necessitate further investigations to specify
fields of possible applications and to better surround the validity
of this method.
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Supercomputer Description of Human Lung
Morphology for Imaging Analysis
T.B. Marionen, D. Hwang, X. Guan and J.S. Fleming
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Medicine, University of North Carolina, Chapel Hill; Microelectronics Division, IBM Corporation, Research Triangle Park;
Center for Extrapolation Modeling, Department of Medicine, Duke University, Durham, North Carolina;
and Department of Nuclear Medicine, Southampton General Hospital. Southampton, United Kingdom

A supercomputer code that describes the three-dimensional
branching structure of the human lung has been developed. The
algorithm was written for the Cray C94. In our simulations, the
human lung was divided into a matrix containing discrete volumes
(voxels) so as to be compatible with analyses of SPECT images. The
matrix has 3840 voxels. The matrix can be segmented into trans
verse, sagittal and coronal layers analogous to human subject
examinations. The compositions of individual voxels were identified
by the type and respective number of airways present. The code
provides a mapping of the spatial positions of the almost 17 million
airways in human lungs and unambiguously assigns each airway to
a voxel. Thus, the clinician and research scientist in the medical
arena have a powerful new tool to be used in imaging analyses. The
code was designed to be integrated into diverse applications,
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including the interpretation of SPECT images, the design of inhala
tion exposure experiments and the targeted delivery of inhaled
pharmacologie drugs.
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Jvnowledge regarding the spatial distribution patterns of
inhaled particles has critical implications for medicine and
toxicology, in basic research and practice. For instance, aerosol
therapy protocols would be enhanced if pharmacologie drugs
could be selectively deposited at appropriate sites (e.g., recep
tors) within human lungs to elicit optimum therapeutic effects.
In addition, risk assessment regimens for air pollutants would
be improved if the localized doses delivered to sensitive airway
cells could be quantitated.

With the advancement of planar gamma camera and SPECT
technologies, the resolution of laboratory imaging processes has
steadily increased. For example, when using a two-head SPECT
instrument the three-dimensional distribution of an inhaled
aerosol deposition pattern can be measured. If aligned anatom
ical imaging such as CT or MRI is also performed, then the
deposition pattern may be related to the anatomical outline of
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