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Conventional cardiac PET modeling techniques for ['*NJammonia
flow determination do not fully account for the effects of spillover of
activity from the right ventricle (RV) onto the activity in the myocar-
dial septum. The purpose of this study was to investigate and to
quantitatively account and correct for this effect. Methods: Simula-
tions were performed to determine the error introduced by conven-
tional quantitation using septal time-activity curves, which only
account for left ventricle (LV) spillover. Furthermore, we explored
two separate methods to account for the dual spillover problem:
direct estimation of the RV and LV spillover fractions incorporated
into the ['*NJammonia model by using the LV and RV input functions
in the fit and estimation of the relative dispersion and time shift
between the LV and RV input functions by fitting using only the LV
input function. The simulated curves were fitted using a two-
compartment ['*NJammonia model. Flow estimates from the con-
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ventional model and the models including either of the two correc-
tion procedures were compared with canine microsphere data.
Results: The influence of RV spillover on flow estimation in the
septum is determined by several parameters (e.g., dispersion be-
tween the RV and LV input function). Depending on the value of
these parameters, the septal flow may be underestimated by 0%—
30%. The applied methods for correction of the dual spillover
problem were comparable and allow for more accurate quantitation
in the septum. The canine microsphere data revealed that fiow
underestimation in the septum is small but significant. Conclusion:
Dual splllover in the myocardial septum can introduce significant
errors in the estimation of fiow by the conventional ['*NJammonia
model fitting method, which does not properly account for the RV
spillover. Adjusting for the RV spillover in one of the two proposed
methods allows for more accurate quantitation of myocardial septal
flow with ['*NJammonia PET data.

Key Words: PET; myocardial blood flow; septum; nitrogen-13-
ammonia
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PET is currently being used for quantitation of blood flow in
the myocardium (/-4). Accurate quantitation requires measur-
ing plasma (input function) and tissue time-activity curves, a
tracer kinetic model and appropriate correction for resolution-
related (spillover and partial volume) effects.

The term spillover describes blurring of activity from one
region of interest (ROI) to another. Spillover from the left
ventricle (LV) to the adjacent myocardium accounts for, on
average, 10%—40% of the activity derived in the initial part of
the tissue time-activity curve (3,6). Conventional fitting meth-
ods have accounted for this spillover effect in the fitting
procedure (by estimating an additional parameter), and hence,
they directly account for spillover from the LV to myocardial
tissue.

Due to the anatomical position of the septum (between the
right ventricle (RV) and the LV), insufficient correction of the
spillover effect from the RV cavity may be expected in the
septum. If the blood time-activity profile is identical in the LV
and RV, the conventional fitting correction methods would
account sufficiently for spillover in the septum (in this area, the
spillover would approximately be twice the value of spillover in
tissue that is only bordered by one blood pool). However, due
to dispersion and time shift between the RV and LV input
function (originating from the blood passage through the
pulmonary system), the LV and RV input functions are not
similar. Recent studies by lida et al. (7) indicate that blood flow
in the septum, estimated by the ['>0]CO, slow inhalation
procedure, may be underestimated by approximately 10%—15%
due to the additional spillover from the RV. In addition, studies
performed by Krivokapich et al. (8) on human subjects dem-
onstrated that flow values measured with ['*N]Jammonia PET
were approximately 25% lower in the septum compared to the
average myocardial value.

In this study, we intended to systematically study the effect of
the time shift and dispersion between the RV and LV input
functions on the estimated flow with ['*N]Jammonia studies and
to develop simple and appropriate methods to correct for this
dual spillover effect. Two different correction procedures were
evaluated:

1. Incorporation of image-derived RV and LV input func-
tions and estimation of RV and LV spillover fractions
flow.

2. Estimation of the approximate RV input function from the
image-derived LV input function by estimating dispersion
and time shift between the RV and LV input functions in
addition to estimating flow and spillover fractions using a
[**N]Jammonia model (8).

THEORY

Spillover of activity from one region to another arises from
different factors like cardiac movement, patient movement,
scattering events, tomograph resolution and the effective recon-
structed resolution. As shown in Figure 1, the image-derived
tissue curve may be decomposed into a fraction containing the
spillover and a fraction containing the pure tissue curve. Part of
the superimposed activity arises from the blood pool contained
in the vascular part of the myocardial tissue and not from
resolution effects. The vascular volume in the myocardium has
been estimated to be approximately 10% (6,9).

Due to time shift and dispersion, the activity profiles in the
RV and LV are not generally identical. Time shift arises from
the delay caused by the non-negligible transit time through the
pulmonary circulation, whereas dispersion is due to effects
caused by features such as the nonhomogenous velocity profile
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in the vessels and different transit times/pathways through the
pulmonary system (/0).

Previous studies by lida et al. (/7) and Meyer et al. (12) have
shown that both time shift and dispersion are of importance in
the mathematical transformation describing the changes in
time-activity profiles that are observed from different measur-
ing points in the arterial system. However, to a certain extent,
compensation of a misestimation of one parameter is accom-
plished by an appropriate change in the other (/). The
mathematical transform that was studied here to model the
difference between the RV and LV input functions is given by
Equation 1:

Eq. 1

where At denotes the time shift, 7 is the dispersion constant and
® denotes the convolution operation. LV(t) and RV(t) are the
time-activity profiles in the chamber of the LV and RV. By
using the Laplace transform, this can be shown to be equivalent
to:

1 t
LV(t+ At) =RV() ® s ( - ;),

RV(t) = LV(t + At) + 7+ LV(t + At), Eq.2
where LV(t + At) denotes the time derivative of LV(t + At).

NITROGEN-13-AMMONIA MODEL AND CORRECTION
PROCEDURES

The two-compartment ['*N]ammonia model used in this
work to estimate myocardial blood flow has been described in
detail elsewhere (8,13,14). Correction for the RV spillover may
theoretically be done in many different ways. In this work, we
focus on two different approaches:

1. By an ROI-derived estimate of the RV input function and
subsequent decomposition of the measured tissue curve
into the true tissue curve and RV and LV spillover
fractions:

AMeasured (t, F) = A1n(t, F) + SP; - LV(t) + SP, - RV(t)

+&(t), Eq.3

where Apqeasured(t;F) denotes the measured septum time-
activity curve, Ar,.(t,F) is the true septal time-activity
curve, LV(t) is the LV input function, 7 is the dispersion,
At is the time shift, &(t) is the noise, t is the sampling time
vector (= t),t,,. . . ,ty), F is the blood flow [in ml/(min-g)]
and SP, and SP, are the spillover coefficients. In this
equation, it is assumed that the influence of other spillover
sources is negligible. It is also assumed that the LV and
RV input functions are error-free and that the data are
corrected for any partial volume effects. Hence, imple-
mentation of this correction procedure requires identifica-
tion of three parameters (F, SP, and SP,), compared to
two parameters in the original model (F and SP,).

2. By characterizing the RV contribution in terms of the LV
input function and incorporating the RV spillover correc-
tion in the fit. Fit = (C(t)) + SP,-LV + SP,.g{LV}. In
this approach, g{LV} denotes the calculated RV input
function, and by substituting the g{LV} expression given
by Equation 2, the equation system is:

Ameasured(t, F) = Aqne(t, F) + SP; - LV(t) + SP, - [LV(t + At)
+ 7-LV(t + At)] + &(t). Eq. 4

This correction procedure requires identification of five
different parameters (F, SP,, SP,, At and 7).
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FIGURE 1. The sampled tissue time-activity curve is composed of a spillover
fraction, superimposed on the true tissue time-activity curve. In the modeling
procedure, the sampled curve is mathematically decomposed into its two
components.

MATERIALS AND METHODS

Data

PET. All studies were performed on a Siemens/CTI 931 positron
tomograph (Des Plaines, IL), which acquires 15 transaxial images
simultaneously (/5). We used three different sets of input functions
obtained from a study involving cardiac transplant recipients and
nine sets from a study of adult mongrel dogs. All studies were
generated according to the following protocol. In each study,
[**N]ammonia (740 MBgq in the human studies and 555 MBq in the
canine studies) was automatically injected over 30 sec followed by
a 30-sec flush period, while the dynamic imaging sequence started.
The dynamic acquisition consisted of 12 frames of 10 sec each, 2
frames of 30 sec each, 1 frame of 60 sec and 1 frame of 15 min. The
last frame of the transaxially acquired images was reoriented into
six short-axis planes (16,17).

Quantification of Time-Activity Curves. The same anatomical land-
mark (the insertion of the RV into the intraventricular septum) was
used in all studies to ensure correct identification of the right cavity.
The blood-pool activity on three short-axis images (one basilar, one
midventricular and one apical image) was measured from a small ROI
centered in the LV and RV blood pools (/8). Similarly, the septal and
inferior (chosen as a remote area with negligible RV spillover) activity
was measured from a ROI that was automatically centered around
the peak value in either the septum or the inferior wall (with a ROI
width of approximately 4 mm). The regions were then copied to the
first 120 sec of the dynamic imaging sequence to obtain the LV and
RV input functions and the septum time-activity curves. The
spillover values for various ROI widths in the septal part of the
myocardium have been further analyzed in the Appendix.

Each time-activity curve (septal, remote, LV and RV) from the
three short-axis images were averaged and corrected for physical
decay. The septal and remote time-activity curve was corrected for
partial volume effects assuming a uniform thickness of 10 mm, a
ROI width of 4 mm and a FWHM of 10 mm (/9). Partial volume
correction for the canine studies was based on the myocardial
thickness obtained from a profile fitting approach.

Right and Left Ventricle Transformation

The mathematical transformations describing the mapping be-
tween the LV and RV input functions (Egs. 1 and 2) were validated
to justify their usage in the subsequently performed simulations.
We fitted an image-derived RV input function using the corre-
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sponding image-derived LV input function and fitting for time
shift, dispersion and proportionality parameters.
Simulations

To investigate the effect of the actual shape of the uncorrected
RV spillover on the estimated flow error, we generated tissue
curves simulating spillover from fixed RV input functions (canine
or human) and from LV input functions, which were generated
according to Equation 1 for a wide range of parameter settings
(time shift 0—6 sec; dispersion 1-20 sec).

Different total acquisition times were investigated in the range
70-180 sec. To extend the actual sampling interval (120 sec) linear
interpolation was used.

The flow value was set to different values in the range between
0.7 and 4 mlI/min/g, RV and LV spillover fractions ranged between
0% and 40%. Gaussian noise (s.d. in the range between 0.1% and
3% of the noise-free value weighted by the inverse of its square
root) was added to the generated tissue curves and input functions
to simulate real noise levels.

Tissue curves with superimposed RV and LV spillover were gen-
erated using the ['*N]ammonia model with different input functions
(human and canine), total acquisition times and for various values of
F, At, 7, SP, and SP,. By reapplying the conventional model equa-
tions, with and without (no RV spillover correction) modifications, on
the corresponding tissue/input curves, the flow values were estimated
and compared to the original values. Depending on the added noise
level, this procedure was repeated up to 30 times, and the generated
mean flow error and s.d. were calculated. The two different correction
procedures were applied to account for the additional RV spillover. A
four-parameter fit was also performed with the time shift fixed in
the range 0-6 sec or the dispersion fixed between 1 and 21 sec.

All simulations were performed on Apple Macintosh computers.
The data were generated with the SIMPLE (Los Angeles, CA)
simulation/modeling software package (20).

Septal Curve Analysis

Finally, measured time-activity curves from septal regions in three
human and nine canine studies were analyzed with the conventional
model and either the modified four-parameter (F, SP,, SP, and AT)
model (7 fixed to 12 sec) or the modified three-parameter (F, SP, and
SP,) model. Microsphere flow from the septal regions in the canine
studies were compared with flow values obtained from the three
different models. Polystyrene microspheres (15 * 0.3 um diameter;
DuPont, Wilmington, DE) labeled with '®>Ru were injected into
the left atrium while an arterial reference sample was simulta-
neously withdrawn from the descending aorta. Transmural tissue
samples were counted in a well counter, and regional blood flow
was calculated by the arterial reference sample technique (27).

Statistical Analysis

The continuous variables were expressed as means * s.d. All
statistical tests were paired, two-tailed Student’s t-tests (22).
Probability values of less than 0.05 were considered statistically
significant.

RESULTS

As illustrated in Figure 2, the transformation (Eq. 2) between
the LV and RV input function corrects sufficiently for the
differences between these input functions. In canines, the mean
values * s.d. of time shift and dispersion were 3.8 * 2.6 sec
and 6.9 * 2.6 sec, respectively. In human studies, the mean
values * s.d. were 1.0 = 1.1 sec and 10.2 * 4.2 sec.

The plot in Figure 3A displays the average flow error when
three different canine RV input functions are used. As shown,
the flow error increases according to the degree of dissimilarity
(characterized by the dispersion) between the LV and RV input
functions. The time shift is less important and actually tends to
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decrease the error in the flow estimate for large dispersion
values. In Figure 3B, a similar plot has been generated using
human input functions for the same parameters. In this plot, the
flow error values are higher, and the time shift value also has
less influence on the flow estimation as compared to the canine
values. Average dispersion values from human studies of
approximately 10 sec correspond to a 10%—15% flow error.

The analysis of the three different human and canine input
functions indicated that they are different with regard to FWHM
values [LV: 33.6 * 6.7 sec (human) compared to 20.4 * 4.6 sec
(canine); RV: 27.1 * 2.7 sec (human) compared to 17.5 + 2.2
sec (canine)]. Furthermore, the canine input functions tend to
reach their maximal value within a shorter time than the
corresponding human input functions [LV: 48.5 * 6.1 sec
(human) compared to 28.5 * 5.6 sec (canine); RV:45.1 = 10.1
sec (human) compared to 21.8 * 5.9 sec (canine)].

Figure 4 shows the effect of the total acquisition time on the
flow estimation. Gaussian noise of 3% has been added to one of
the simulation sequences. From Figure 4 data, it appears that a
total acquisition time exceeding 100 sec can reduce the RV
spillover effect significantly. We found that the actual cutoff
value for this flow error reduction was dependent on each
individual study. From the analyzed studies, it had a range
between 90 and 120 sec. These results were fairly independent
of noise added to the tissue curve and the input function.

The effect of different flow magnitudes is shown in Figure 5,
in which the error of the flow estimate is plotted against the
flow magnitude. The percentage flow error decreases as the
flow magnitude increases. Figure 5 is based on the study of a
single human input function. The other input functions gave
similar results, except that the flow errors overall were smaller.
The addition of noise did not change the results.

The mean percentage flow error is plotted against the RV
spillover coefficient for fixed time shift (2 sec) and dispersion
(13 sec) in Figure 6. Flow is increasingly underestimated (up to
30% for the selected parameters) for increasing RV spillover.

Figure 7 shows the flow error for varying degrees of RV
spillover and fitting with RV spillover correction according to
methods 1 and 2. Fits that included the RV input function could
compensate for the flow error caused by RV spillover. The
addition of noise did not change the results.

Fitting the curves sampled for 120 sec by the five-parameter
approach yielded flow estimates to within 1% of the real values
in the noiseless cases. The remaining four variables, however,
were not numerically identifiable. With a constant dispersion
value of 12 sec, fitting for flow, RV/LV spillover and time shift,
the flow was estimated to within 3% of the true value. Fixing
the time shift also gave flow estimates with a small error, but
the convergence of the fitting procedure was slow.

In Figure 8, the septum curve from a human study is fitted
according to the conventional method and according to the
modified method that uses the analytical RV spillover correc-
tion term (with fixed dispersion value equal to 12 sec). As
illustrated in the figure, the effect of the RV spillover correction
is most significant for the early data points (time = 0.6-1.0
min). The flow estimate is 13% lower in the conventional fit. In
a similar analysis of the two other studies, the flow estimates
were 6% and 9% lower when RV correction was not performed.

Fits performed according to the modified three-parameter
model matched flow values from the four-parameter fits to
within 3%.

The canine microsphere analysis revealed that the flow
values in the septal ROIs are underestimated by 0.3%-7.3%
(3.0% = 1.9%) with the conventional model compared to either
the three-parameter or the four-parameter model (p < 0.007). In
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FIGURE 2. (A) Canine and (B) human studies. The RV input functions were
fitted according to Equation 2 using the comresponding LV input functions
with time shift and dispersion as fitting parameters. The RV and LV input
functions are displayed together with the fitted RV input function (obtained
from the LV input function and the time shift and dispersion parameters). In
the canine study, the time shift was 2 sec, and the dispersion was 6 sec. The
human study had a time shift of 2 sec and dispersion of 13 sec.

the remote area, however, the flow values from the three
different methods were statistically insignificant.

DISCUSSION

The results of this study show that estimates of flow in the
septum can be underestimated by 0%—-30% if the RV spillover
is not properly considered. The magnitude of the RV spillover
onto the ROI affects the flow estimates. With increasing
amounts of RV spillover, the percentage underestimation in-
creases as shown in Figure 6. The magnitude of the LV + RV
spillover onto the septum is itself dependent on several param-
eters, such as the effective FWHM, septal wall thickness and
ROI width and placement. Depending on these parameters, the
dual spillover from the LV and RV to the septum is between
10% and 60%, as shown in the Appendix. Additional spillover
from the blood pool contained in the septum accounts for
approximately 10%, which has to be added to the dual spillover
coefficients calculated in the Appendix. In this study, an
automatic software algorithm was used to ensure appropriate
positioning of the tissue ROIs. A possible misplacement of a
ROI (though unlikely) would increase the spillover from the
closest lying chamber while reducing the spillover from the
other chamber. The total spillover would be approximately
constant, but the mean ROI counts would decrease. Accurate
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LV (0.3) spillover fractions, total acquisition time (120 sec) and flow [1
ml/(ming)).

positioning of the ROI, as was done in this study, is critical in
obtaining good estimates of flow.

Dispersion and time shift have previously been described as
important factors when input functions derived at different
physical sampling points are characterized. The input functions
used in this study (Fig. 2) clearly show that these parameters
also are of importance when dealing with input functions
derived from the RV and LV. The distortion (as measured by
the dispersion value) between the two input functions seems to
be less pronounced in canine studies, as compared to human
studies. It may be anticipated that the dispersion and time shift
are considerably larger in patients with left ventricular dysfunc-
tion and elevated pulmonary outflow pressures (23).

The flow error is also related to the relative amount of
distortion caused by the RV spillover on the septal tissue
time-activity curve. The degree of distortion is best reflected by
the dispersion between the RV and LV input function. Increas-
ing time shift has a less pronounced effect and actually tends to
reduce the significance of the RV spillover for larger values.
This finding is due to a translation of the RV spillover curve
relative to the tissue curve for increasing time shift. The true
tissue curve is mainly related to the degree of trapping of tracer
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FIGURE 4. The percentage flow eror is displayed as a function of the total
acquisition time in seconds. The following parameters were fixed: time
shift = 2 sec, dispersion = 13 sec, flow value = 1 mV/(min-g), LV spillover
fraction = 0.2 and RV spillover fraction = 0.3. Gaussian noise (3%) was
superimposed in one of the simulation sequences.

in tissue, and hence, it is more closely related to the LV input
function, which is assumed to be equal to the tracer time-
activity profile in the capillaries. If the time shift between the
RV and LV input functions were sufficiently large, the RV
spillover would create a spillover image on the tissue curve
which would be completely separated from the true tissue
curve. Thus, increasing time shift causes the number of points
in the tissue curve, which are influenced by the RV spillover to
decrease and, hence, the underestimation of flow decreases.
This effect is more pronounced for sharply peaked input
functions, which are seen in canine studies. The total spillover
value used in the simulations seen in Figure 3 was 60%. This
value may account for spillover seen in patients with dilated
cardiomyopathy. In patients with a myocardial thickness of 10
mm, the total spillover is only anticipated to be approximately
30% (with a FWHM of 10 mm). The flow errors seen in Figure
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FIGURE 5. The relationship between the flow error in percent and the flow
magnitude is displayed. The flow error decreases for increasing flow. Time
shift = 2 sec, dispersion = 13 sec, total acquisition time = 120 sec, RV
spillover = 0.3 and LV spillover = 0.2. A single human input function has
been used to generate the plot. Gaussian noise of 3% was added to
generate the noisy simulations.
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FIGURE 6. The flow emor as a percentage is displayed as a function of the
RV spillover fraction. The conventional model (without RV spillover correc-
tion) has been applied. Gaussian noise (1%) has been superimposed to the
tissue curves and input functions. LV spillover = 0.2 and F = 1 ml/(min-g).
The total acquisition time was 120 sec. An input function derived from a
human study was used. Time shift was fixed to 2 sec, and the dispersion was
fixed to 13 sec.

3 would then be reduced accordingly to approximately 10%—
15%, as seen in Figure 6.

Increasing dispersion causes the shape of the input curves to
change (increasing the FWHM value) having less influence on
the peak time. As the input functions become more dissimilar,
correction for LV spillover alone will be increasingly inappro-
priate in accounting for the simultaneously occurring RV
spillover.

The flow values were always underestimated to varying
degrees, when there was no accounting for RV spillover.
Apparently, this was due to an overestimation of the LV
spillover, which was observed concurrently in most of the
cases. Left ventricular spillover overestimation is related to
insufficient modeling of the first part of the time-activity curve.
In an attempt to correct for the initial RV spillover, the LV
spillover coefficient has to be very high as the activity in the LV
is low in the initial frames.

20 —&— Correction method 1
—&8— Correction method 2
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FIGURE 7. The flow emor is displayed as a function of RV spillover. The
model includes correction according to method 1 and the modified method
2. In the modified method 2, dispersion was fixed to 12 sec, and four
parameters were estimated (F, SP,, SP, and AT).
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FIGURE 8. Septal tissue curves fitted according to the conventional and the
modified ammonia model are displayed. In the conventional fit, the flow is
estimated to 1.40 mV/min/g and the goodness of the fit is equal to 0.13,
whereas the fit according to the modified four-parameter model (dispersion
fixed to 12 sec) gave a flow value of 1.61 mVmin/g with a goodness of the fit
value of 0.075.

The shape of the input function is also related to the flow
error. Sharply peaked input functions with a narrow width (as
measured by FWHM) have been associated with less error for
estimates of flow (/7). Another important reason for the
difference in flow estimation error between simulations with
canine and human input functions (Fig. 3) is related to the
number of nonaffected (by spillover) sampling points as dis-
cussed below.

The total acquisition time is important because the initial
peak of the tissue curve, caused by the RV spillover, can be
anticipated to be relatively more important for fewer sampling
points. Different total acquisition times are used for different
PET studies. In human study protocols, the usual sampling time
is 120 sec, whereas the sampling interval applied for the
analysis of the canine ammonia data are only 90 sec because
significant amounts of ammonia metabolites have been shown
to occur after this time period (/,24). A total acquisition time
shorter than around 100 sec enhances the error introduced in the
estimation of the flow parameters. When the fitting procedure is
analyzed in further detail, this seems to be related to the amount
of nonaffected (by spillover) data points. Total acquisition times
shorter than 100 sec do not allow for accurate fitting because
only the two or three endpoints are without significant influence
of the blood-pool spillover. In canine studies, this effect is less
pronounced as canine input functions reach their maximum
early in the sampling interval compared to human input func-
tions. In addition, they have a smaller width as seen from the
FWHM values. Both factors tend to increase the number of
sampling points in the tissue time-activity curve that are without
significant RV spillover.

Further investigations also revealed that the number of usable
tissue points was dependent on the number of blank scans in the
dynamic sequence. Increasing the number of blank scans will
increase the critical total acquisition time accordingly. A typical
ammonia study of 12 frames includes one to three frames
containing no activity due to the transit time between the site of
injection and the RV. The number of blank scans in the study
used to derive Figure 4 was one. Hence, the value of 100 sec in
Figure 4 may increase to 120 sec if the number of blank scans
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is increased from one to three. Additionally, it may decrease to
90 sec if the study is without any blank scan. This probably
explains why the critical value of the total acquisition time was
study-dependent.

The flow error decreases with increasing flow. The reason for
this finding is related to increased initial tracer uptake rate for
increasing flow, causing the fixed spillover fraction to be less
significant for higher flow values.

Correction method 2 fits for five different parameters. How-
ever, when fitting a curve with only nine sampling points (the
shorter sampling intervals), the mathematical determination of
five parameters is ill-defined because the number of points to be
fitted has to be greater than twice the number of parameters to
be estimated (25). Applying more than 10 data points (in our
case, using a total acquisition time of 120 sec and restricting the
number of blank scans to be less than two), the flow is well
estimated. However, the remaining four parameters are not
numerically identifiable. Fitting for four parameters with fixed
time shift, the flow estimate became stable within two to four
cycles, whereas 7 and SP, were adjusted in opposite directions.
This may be related to the 7-SP, product, which appears in
Equation 4.

Both correction methods could reduce the flow error in the
human studies. The time-activity profile in the RV PET images
needs to be experimentally compared with the activity mea-
sured directly from RV. Theoretically, the image-derived RV
input function may suffer from problems due to late septum to
RV spillover, which is expected to distort the late part of the
input function, thereby making the ROI correction method less
suitable. A possible way of avoiding this problem is to use an
input function derived from the right atrium. The correction
method which only requires the LV input function may be
preferable until the RV or the right atrium input function has
been further validated. Other approaches, such as factor analy-
sis, may also be useful in correcting for the dual spillover
problem and are currently being explored.

This work is based on a two-compartment ammonia model.
The three-compartment ammonia model (/) will also be af-
fected by dual spillover in the septum, but the flow estimation
may be more or less sensitive to the RV spillover compared to
the model analyzed in the present work. Hutchins et al. (/) did
not report any significant difference between flow estimates in
the septum and other areas, whereas Krivokapich et al. (8)
(using the same model as in this study) reported septal flow
values that were 25% lower in the septum than the average
myocardial value. Future studies will have to be performed to
compare the different ammonia models with respect to the dual
spillover problem.

The analysis of the human studies (Fig. 8) confirms our
postulates about the effect of RV spillover and the results of our
simulations. Flow tends to be underestimated if RV spillover is
not considered.

The canine microsphere analysis revealed that flow estimates
from the conventional model are significantly lower in the
septal area compared to estimates from the three and four
parameter models. Furthermore, the flow underestimation was
not significant in the remote area, lending evidence that the dual
spillover effect is real. The absolute size of the underestimation
in the canine studies was between 0 and 7%. The relatively
small underestimation seen in the canine studies may be due to
factors reducing the dual spillover problem in canine versus
human studies, which have been discussed previously, and the
considerable thickness of the canine myocardium, which re-
duces the amount of RV spillover. As seen from the analysis of
the human data, the flow error may be larger in human studies.
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Future studies will be required to further evaluate the magnitude
of flow underestimation in patients and normals. Because many
different parameters can effect the degree of underestimation of
flow, it is useful to fit with the more generalized model to
properly account for the RV spillover, even if in a particular
patient the magnitude of flow underestimation may be small.

CONCLUSION

This study indicates that quantitation of the myocardial blood
flow with the ['’N]Jammonia model in the interventricular
septum may be underestimated by 0%—-30% due to improper
accounting for RV spillover. The flow error caused by the RV
spillover is related to the dispersion and time shift between the
RV and LV input functions, effective image resolution, septal
wall thickness, ROI size and position, total acquisition time and
flow value. Correction may be done either by using an ROI-
derived RV input function and fitting for flow and LV and RV
spillover coefficients or by fitting time shift and RV spillover,
together with LV spillover and flow, while using only the LV
input function.
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APPENDIX

In this section, we derive the approximate spillover (from the LV
and RV) to a ROI centered in the septum. The LV and RV are
treated as two infinitely long bars each of width 2R separated by
the myocardial septum which is treated as an infinitely long bar of
width 2d. There is assumed to be homogeneous true activities C, in
the LV and RV and activity C,, in the myocardial wall. The image
activity at some point x (Al(x)) is equal to the convolution of the
true activity with the point spread function (5). From these
assumptions, and given R>>s (where s is the s.d. of the point
spread function, s = FWHM/2.355), the spillover coefficient may
be derived as (6):

SPy = % [1 — ERF (%)]

Assuming symmetry, the RV spillover coefficient will be the same
for a perfectly centered ROI. For a perfectly centered ROI with a
width of w, the dual spillover (SP,y ,rv) is then given by:

1 (l ERF(d + x
w V2

SPiv+rv = 2_

Eq. Al

NI €

))dx Eq. A2

N £

Dual spillover values for different ROI geometries and wall
thickness are shown in Table A-1. An effective FWHM of 12 mm
yields values between 0.18 and 0.58. These estimates are only
approximately valid for R>>s and for ROISs centered in the septum.
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TABLE A-1
Total Spillover Values for Different Region of Interest Geometry
and Wall Thickness (FWHM = 10 mm)

Wall thickness
Spillover value 6 mm 10 mm 14 mm
Centered ROI (width = 4mm) 0.50 0.26 0.1
Full wall ROI 0.51 0.34 0.18

Further details for the one-dimensional and two-dimensional ge-
ometries can be found in Gambhir (5).
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Direct Detection of Regional Myocardial Ischemia
with Technetium-99m Nitroimidazole in Rabbits

Howard Weinstein, Christopher P. Reinhardt and Jeffrey A. Leppo
Departments of Nuclear Medicine and Medicine, Myocardial Isotope Research Lab, University of Massachusetts Medical

Center, Worcester, Massachusetts

Conventional perfusion scintigraphy assesses disparities in regional
ial blood flow but does not directly detect hypoxic tissue.
Nitroimidazoles labeled with positron-emitting radionuclides have
recently shown promise as direct markers of myocardial hypoxia.
This study evaluates a new #*™Tc-labeled nitroimidazole of potential
benefit in standard myocardial scintigraphy. Methods: Technetium-
99m-labeled nitroimidazole was administered to rabbits during the
early reperfusion phase after 10 min (Group 1) or 60 (Group 2) min of
occlusion or after 10 min of a fixed coronary occlusion

(Group 3). Tracer retention at 1 hr was assessed in relation to
microsphere-determined blood flow during coronary occlusion and
at tracer injection. The pattern of nitroimidazole retention on auto-
radiographs was then compared with the pattern of myocardial
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hypoperfusion defined by fluorescein photography to precisely
define tracer localization. Results: The retention of nitroimidazole in
Group 1 rabbits (brief occlusion) was independent of both occlusion
and reperfusion blood flow and was uniformly distributed on the
autoradiographs. In contrast, nitroimidazole retention in Groups 2
and 3 increased with the severity of hypoperfusion during the
occlusion phase and precisely delineated the ischemic zone on all
autoradiographs. Conclusion: This ™ Tc-labeled hypoxia-avid
tracer delineates severe ischemia even after blood flow to the
compromised myocardium has been restored. This class of com-
pounds can potentially enhance the physiological assessment of
patients with ischemic heart disease.

Key Words: myocardial tracers; ischemia; technetium-99m nitroim-
idazole
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