
mode, which has been addressed already by other authors (2,3).
The quantitation accuracy of an acquisition mode is heavily
dependent on the algorithms that are used to produce the
images, since it is possible that the quantitation accuracy may
vary as a function of algorithms used to produce the images.
Therefore, an assessment of quantitation accuracy of three
dimensional PET inherently presents a test and evaluation of the
algorithms used in the imaging process. The work presented
here is based on a previously developed three-dimensional data
processing protocol using phantom studies. Data processed with
this protocol yielded an image quantitation quality that was
comparable to that obtained from data acquired in two-dimen
sional mode (4,5). The protocol involves an iterative convolu
tion subtraction scatter correction algorithm with spatially
invariant scatter kernel (6), a detector normalization that
includes radial and axial geometric factors and accounts for
individual detector efficiency variations (7,8), attenuation cor
rection extracted from a two-dimensional transmission scan, a
three-dimensional filtered backprojection reconstruction algo
nthm (9) and a region-of-interest-based sensitivity calibration
(5), applied in this order.

This work tests the performance of the same protocol with
human studies, a more challenging environment, since human
studies present a wider variety of scanning conditions compared
to phantom studies. Since the real radiotracer distribution is not
known when human subjects are studied, three-dimensional and
two-dimensional scans ofthe same patients were performed and
the results from the two-dimensional studies were used as
reference in the evaluation of the performance of the three
dimensional protocol. Eleven human subjects were used, using
I â€˜C-dihydrotetrabenazine (DTBZ), I 1C-Schering 23390 (Sch)

and I8FFDG as tracers. DTBZ and Sch are used to study the
integrity of striatal presynaptic and postsynaptic monoaminer
gic terminals respectively, while FDG is characterized by a
more global distribution in the brain. The following analysis
figures of merit were used for the neuroreceptor studies:
striatum-to-occipital cortex ratio, striatum-to-cerebellum ratio,
distribution volume (DV) (10), and distribution volume ratio
(DVR) (11 ) with occipital cortex and cerebellar input function.
For the FDG studies LMRGIu (12) analysis was performed.
The comparison showed a good quantitative agreement between
the two acquisition modes. However, reliability analysis results
indicate that a direct comparison between data acquired in
two-dimensional and three-dimensional modes might still in
troduce some bias. In this study, two-dimensional and three
dimensional will be used loosely to indicate results obtained
from data acquired in two-dimensional and three-dimensional
mode, respectively.

MATERIALS AND METhODS
All scans were performed on a Siemens/CTI ECAT 953B (CII,

Knoxville, IN) (13), that has 3 1 imaging planes, an in-plane
resolution of 5.6 mm, a slice width of 4.0 mm in two-dimensional
mode and axial resolution in three-dimensional mode of 6 mm.

The aim of this study was to test the quantitation accuracy of
three-dimensional PET in brain scanning. Methods: Three-dimen
sional data from 11 human subjects were tested using 11C-dihy
drotetrabenazine, 11C-Schering 23390 and 18F-FDG as tracers.
Two-dimensional scans were performed on the same subjects and
the distribution volume, distribution volume ratio and local metabolic
rate of glucose (LMRGIu)values obtained from these were used as
reference. Three-dimensional data were processed as follows: iter
ative convolution subtraction scatter correction, detector normaliza
tion including radial and axial geometric factors, attenuation correc
tion extracted from a two-dimensional transmission scan, Kinahan
Rogers reconstruction and region-of-interest-based sensitivity
calibration. Results No major systematic differences between the
two methods were found. The agreement between the two-dimen
sionai and three-dimensional data was within 5%. Although statis
tical analysis generally did not show this difference to be significant,
reliability analysis indicated that comparing two-dimensional and
three-dimensional data might introduce some inaccuracies. Con
clusion: Three-dimensional PET yields quantitatively valid results for
brain scanning.

Key Words: PET; two-dimensionalPET; three-dimensionalPET;
quantitation
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Septa-lessorthree-dimensionalacquisitionmodeinPEThas
led to an approximately sixfold increase in tomograph sensitiv
ity compared to the traditional two-dimensional acquisition
mode and an approximately fourfold gain in the noise equiva
lent counting rate (NECR) (1 ) at radiotracer concentrations
typically encountered in receptor and brain fluorodeoxyglucose
(FDG) scanning. Such a performance gain in the NECR, which
is proportional to the signal-to-noise ratio, is of extreme
importance when the tracer kinetics of interest extend over
several tracer half-lives. The increased statistical content of the
data due to the increased NECR rate is also very important
when performing neuroligand intervention studies, where
changes in the tracer uptake are often relatively small and thus
require good signal definition.

In spite of this significant gain in signal-to-noise ratio
performance, the routine use ofthree-dimensional acquisition in
brain receptor studies has been hindered by large dataset sizes,
long reconstruction times and lack of quantitation, which is
required for any kind of quantitative analysis. The lack of
quantitation arises primarily from three causes, which are all
related to the septa-less nature of three-dimensional PET:
increased detection of scattered events (scatter) and random
events (randoms) and the availability of many more lines of
response (LORs) compared to two-dimensional acquisition.
This article specifically addresses the quantitation issue, and it
does not try to quantify the benefits ofthe statistical superiority
of three-dimensional PET compared to the slice-acquisition
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A@orfthms
The processing protocol described later was found to be opti

mum using phantom studies (4,5), which were used to test the
scatter, normalization and calibration corrections and the order in
which they should be applied. Dead time, randoms and attenuation
correction were deemed to be adequate for the acquisition condi
tions encountered in brain receptor and FDG imaging, which do not
stress the counting rate capabilities of the scanner.

Scatter Correction. The scatter correction used in this protocol is
an iterative convolution subtraction method developed by Bailey et
al. (6). The scatter kernel is a product of a moneoexponential
function and a constant scatter fraction. The coefficient of the
exponent was experimentally determined to be â€”0.1 and the scatter
fraction to be 0.31.

Detector Normalization. The detector normalization correction
includes two components, one that corrects for the efficiency
variation due to the scanner geometry and one that corrects for the
efficiency variations due to electronic drift. The geometric correc
tion includes radial and axial geometric factors that account for the
efficiency variation within a detector ring and between different
detector rings. Individual detector efficiency factors are calculated
from a three-dimensional fan of LORs after the geometric effi
ciency difference was factored out of the data. The geometric and
the individual detector efficiencies were derived from separate high
statistics scans of a uniform plane source (4,5. 7) and were used to
correct the acquired data on an LOR after scatter correction. The
normalization correction was applied after scatter correction since
phantom studies demonstrated this to be the optimal correction
application order (4,5).

Attenuation Correction. The attenuation correction was obtained
by forward projecting an attenuation image obtained from a
two-dimensional transmission scan and blank scan.

Sensitivity Calibration and Image Reconstruction. The sensitiv
ity calibration factors were obtained from scatter-, normalization
and attenuation-corrected reconstructed data of an elliptical phan
tom (14.5 X 19 X 19.4 cm3) (3) scan. An ROI encompassing most
of the phantom image was placed on each image plane and the
conversion factors between the region of interest (ROl) average
count/voxel value and the independently measured concentration
value (p@Ci/ml),using a calibrated well counter, were calculated for
each image plane (5). The sensitivity calibration factors were
applied to the images after they had been reconstructed using the
Kinahan-Rogers reconstruction algorithm using a Hann filter with
0.4/bin cutoff frequency for the neuroligand studies and 0.5/bin
cutoff frequency for the FDG studies.

The two-dimensional data were processed using the standard
CII ECAT software (13) that includes LOR-based detector nor
malization, convolution subtraction type scatter correction, atten
uation correction obtained from the ratio of a transmission and
blank scan, filtered backprojection reconstruction and calibration
factors obtained as described previously. Images were recon
structed using a Hann filter to the same resolution as the images
obtained from the three-dimensional data to minimize sources of
difference in the results of the two-dimensionalâ€”three-dimensional
comparison.

Study Selection
Two different kinds of tracer were selected for this validation

study because of their different temporal and spatial distribution
properties and different spatial location of biologically interesting
ROIs. When the I1C-labeled dopaminergic ligands DTBZ and Sch
are used, the ROIs are typically the striata, occipital cortex and
cerebellum. These studies generally are characterized by a greatly
varying number of counts in each acquired time frame ( I M
counts/frame to 24 M counts/frame) due to a varying duration of

the scanning interval and rapid tracer decay, thus requiring algo
rithm stability over a wide range of data statistical content. The
18F-labeled FDG studies are generally static scans, with the number
ofeventsonlyproportionaltotheinjecteddoseandscanduration.
The ROIs are more widely spread within the brain volume, thus
requiring the quantitation accuracy to be highly spatially uniform.

Tracer Preparation. Carbon-I l-Sch was synthesized by N-
methylation of the desmethyl precursor analogs Schering 24518
using [I â€˜C]methyliodide(12). The desmethyl precursor of Sch was
supplied by Schering Plow Corporation, Bloomfield, NJ. The
specific activity was 1988 Â±568 (mean Â±std) Ci/mmol at ligand
injection, and the radiochemical purity was >99%.

Carbon-I l-(Â±)-alpha-dihydrotetrabenazine was prepared by a
modification of the method described by Kilbourn et al. (15).
Briefly, (Â±)â€”9-O-desmethyl-alpha-dihydrotetrabenazine was
methylated with â€˜1C-methyliodide in a mixture ofdimethyl sulfox
idefNaOH. The product was purified by high-performance liquid
chromatography and obtained with >95% radiochemical purity
and a specific activity of 2â€”3Ci/@mol at end ofbombardment. The
specific activity was 1294 Â±278(mean Â±std) Ci/mmol at ligand
injection. Fluorine-l8-FDG was synthesized by the electrophilic
method using â€˜8F-acetylhypofluorite.

Three-Patient Protocol
Neuroligand Studies. For each of the studies, a two-dimensional

and a three-dimensional scan with I6 time frames each (4 X 60 sec,
3 X 120 sec, 8 x 300 sec, 1 X 600 sec) were acquired in alternate
order (two-dimensional followed by three-dimensional and re
versed) on four normal volunteer subjects (26 â€”50yr of age) using
DTBZ and four different subjects (34â€”76yr of age) using Sch as
tracers. In each subject, the injected radioactivity was 7 mCi.
Twenty-three plasma blood samples were collected during the
duration of the scan, five of which were analyzed for metabolites
(16, 17). A windowed transmission scan was performed on each
subject before tracer injection for the three-dimensional studies,
while a nonwindowed transmission scan, consistent with our
traditional two-dimensional protocol, was used for the two-dimen
sional studies

FDG Studies. A 20-mm two-dimensional FDG scan starting40
mm after injection was performed followed immediately by a
20-mm three-dimensional scan on three subjects (29â€”36yr of age).
The injected radiotracer dose was 2 mCi. Twenty-eight plasma
samples were collected during the scans. A postinjection transmis
sion scan was performed on these subjects immediately before
emission data collection and used to correct both the two-dimen
sional and three-dimensional studies.

All subjects gave written informed consent before each scan.
The study was approved by the UBC Human Ethics Committee.

Data MaI@
Neuroligand Studies. The dopaminergic ligand studies were

analyzed in five different ways by calculating the following
analysis figures of merit (AFOM): striatum/occipital cortex ratio
(5/OC), striatum/cerebellum ratio (S/Cer), total D, that requires a
blood input function, and DVRs with input function derived from
the occipital cortex (DVR@) and from the cerebellum (DVR.@cr).
The ratios 5/OC and S/Cer were calculated on the data summed
overthelast30mmofthestudyandnoadditionalmodelwas
applied to the data. By using the OC (Cer) values as denominators,
data from the same (different) image plane are used, causing the
method to be less (more) sensitive to axial nonuniformity differ
ences between two-dimensional and three-dimensional studies. The
same observation regarding the sensitivity to the axial distribution
ofthedataholdsforthesituationswheretheoccipitalcortexorthe
cerebellar input functions are used. In the calculation of the Sch
DVRce1., a k2 value of 0.10099/mm was used, while a k2 of
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0.061326/mm was used for the Sch DVR@)C.No term including the
k2 value was considered in the DTBZ DVR calculation due to the
fast equilibration of this tracer. When the blood input function is
used, where the plasma tracer concentration is measured by a
calibrated well counter, the tomograph absolute calibration is tested
in addition to the other aspects of the quantitation algorithms.

FDG Studies. A local glucose metabolic rate analysis was
performed on the images obtained from the FDG scans. This
analysis requires an independently measured plasma tracer concen
tration as input function. The following values were used for the
rate constants: 0. 1020 mg/minl( 100 gr of tissue) (k 1), 0.1300
mg/min/( 100 gr of tissue) (k2), 0.0620 mglminl( 100 gr of tissue)
(k3), 0.0068 mg/minl(lOO gr of tissue) (k4) and the value of the
lumped constant was 0.420.

Region of Interest Placen:c,zl, Neuroligand Studies. For each
subject, one ROl was placed on each caudate, three on each
putamen, six on the occipital cortex on five adjacent image planes
and two larger ROIs on two different adjacent image planes on the
cerebellar region.

Region of Interest Placement, FDG Studies. For the FDG
studies, the LMRG1u were calculated for 64 ROIs, with a radius of
7.5 mm each,whichwere placedon the frontalcortex,thalamus,
striata, occipital cortex and cerebellum covering a slice range from
Slice 3 to Slice 29 inclusive.

Figures of Merit
Neuroligand Studies. The fractional difference between the

AFOM obtained from three-dimensional data and two-dimensional
data@
al + two-dimensional)] averaged over subjects was considered as
a figure of merit when comparing the two acquisition modes.

In addition, the following statistical analysis (18) was performed
on the data to quantify the significance of the difference (two
dimensionalâ€”three-dimensional). First, a crossover analysis using a
two-sided paired Student's t-test was performed to check for period
effect and for two-dimensional versus three-dimensional or treat
ment effect. Second, calculation of reliability coefficients (19)
from an ANOVA analysis ofthe components ofvariance. Reliabil
ity is defined as SDTB (2)/(STDB (2)+STDW (2)), where STDB
is the standard deviation between subjects and STDW is the
standard deviation within repeated measurements in the same
subject. Here results of the two-dimensional and three-dimensional
data from the same subject were considered as repeated measure
ments, that is, the reproducibility between results obtained from the
two-dimensional and three-dimensional data was compared to the
variance of the results between different subjects. Third, a plot of
two-dimensionalâ€”three-dimensional results versus two-dimen
sional + three-dimensional results was performed for each AFOM

FiGURE1. Comparisonof two-dimensionaland three-dimensionalDTBZ
studies. Top leftand rightimages show 1-mmframes acquired 1 mmafter
injectionfor two-dimensionaland three-dimensionalacquisition modes,
respectively. Bottom images show same comparison for 5-mm frames
acquired 15 mmafter injection.

to check ifthe magnitude ofthe difference is a function ofthe value
ofthe AFOM.

FDG Studies. In the FDG studies, the variation between the
LMRGIu obtained from the three-dimensional and two-dimen
sional data was similarly expressed in terms offractional difference
for each ROl and the mean and standard deviation of the difference
over all ROIs and over groups of anatomically meaningful ROIs
was calculated. In this study, results were expressed for each
patient separately and no additional statistical analysis was per
formed on these data.

RESULTS

Neuroligand Studies
Figure 1 shows the large improvement in image quality when

the three-dimensional acquisition mode is used compared to the
two-dimensional mode. Two selected frames are shown: a
1-mm frame acquired 1 mm after injection and a 5-mm frame
acquired 15 mm after injection. The noise in the three
dimensional images is reduced noticeably compared to the
two-dimensional images.

Fractional DjjJÃ¨rence. Results for the fractional difference
comparison of the S/OC, S/Cer ratios and DV, DVRÃ˜,@and

TABLE I
Results for the Fractional Difference Comparison of the S/OC, S/Cer Ratios and DV, DVR,J@and DVR@*

Sch tracer DTBZtracer

Analaysis0CC0CCfigure
of merit Caudate ROlPutamen ROl cortex R0I Caudate ROIPutamen ROI cortex ROl

S/OGâ€”0.03 Â±0.04â€”0.05 Â±0.05â€”â€”0.03 Â±0.06â€”0.03 Â±0.07S/Cerâ€”0.05
Â±0.04â€”0.08 Â±0.05â€”â€”0.07 Â±0.08â€”0.07 Â±0.08â€”DVâ€”0.05
Â±0.13â€”0.09 Â±0.120.00 Â±0.13â€”0.02 Â±0.11â€”0.05 Â±0.060.00 Â±0.05DVROCâ€”0.07
Â±0.04â€”0.10 Â±0.05â€”â€”0.03 Â±0.05â€”0.03 Â±0.05â€”DVR,@â€”0.09
Â±0.04â€”0.11 Â±0.07â€”0.03 Â±0.03â€”0.07 Â±0.05â€”0.07 Â±0.06â€”0.04 Â±0.03

*((2D 3D)/(0.5*(3D + 2D))of S/OC,S/Cer,DV,DVR@and DVRC@averagedover 4 subjectsfor the Sch and DTBZstudies.
S/OCâ€”striatum/occipitalcortexratio;S/Cer@ striatum/cerebellumratio;DV= distributionvolume;DVR@= distributionvolumeratio@@;DVFL@=

distributionvolumeratio@um; Sch - 11C-schering23390;DTBZ= â€˜1C-dihydrotetrabenzazine;0CC = occipital ROl = regionof interest.
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Sch tracerDTBZ tracerCaudatePutamen0CC

cortex. Caudate
AnalySISPutamen0CC

cortexflgureofmerit

TP TPTPT PTPTP

AnalysisReliabilityfigure
of merit ROt5th DTBZ

5/OC

TABLE 2
T and P Values for Treatment Effect (Two-Dimensional versus Three-Dimensional) for the Two Tracers as Found by Crossover Analysis

(p < 0.05)

5/OCâ€”1 .200.35â€”3.970.06â€”1 .390.30â€”1.020.425/Cerâ€”2.350.14â€”5.410.033â€”â€”â€”1
.73023â€”1.680.24â€”â€”DVâ€”

1.710.23â€”2.650.12â€”0.200.86â€”0.360.75â€”3.340.08â€”0.010.99DVR@â€”2.970.10â€”7.920.016â€”â€”â€”1.520.27â€”2.010.18â€”â€”DVR,@â€”4.340.049â€”4220.052â€”2.220.16â€”2.180.16â€”2.650.12â€”3.310.08

Sch = 11C-Schering 23390; DTBZ = 11C-dihydrotetrabenazine; 0CC - occipital; S/OC = striaturn/occipital cortex ratio; S/Car = stratum/cerebellum
ratio DV= distributionvolume;DVR@= distributionvolumeratio@,@; DVR@â€”distributionvolume@ _________________

DVRcer are presented in Table 1, separately for the caudate,
putamen and, where applicable, occipital cortex, ROIs for the
data obtained from the Sch and DTBZ tracers. This difference
has a component due to scanâ€”rescan variability and a compo
nent due to potential differences between two-dimensional and
three-dimensional data quantitation. Similar results were ob
tamed with the two tracers. The data showed a trend for the
three-dimensional to give higher values for all AFOM where
the striatal ROIs are involved. There was no difference in the
two-dimensionalâ€”three-dimensional comparison between the
caudate and putamen ROIs indicating that comparable image
uniformity in the region of the striatal image was achieved with
both acquisition modalities in contrast to previous studies (20).
There was no significant difference in fractional difference
when DV and DVRcCr were calculated for the occipital cortex
region indicating similar axial image uniformity between two
dimensional and three-dimensional modes. This was confirmed
by the fact that the fractional difference is the same for S/OC
and S/Cer as well as for DVR@ and DVRcCr, which use the
occipital cortex and cerebellum as reference regions, respec
tively.

Statistical Analysis. Results of the crossover design analysis
are shown in Table 2. Data from the left and right striatum were
averaged since no significant difference between the two sides
was observed. Time-period effect reached significance only for
the DV calculated for the caudate ROIs (p = 0.045) when Sch
was used as a tracer, indicating that there might be a morning
afternoon effect. Detailed investigation of this effect was
beyond the scope ofthis study. The treatment (two-dimensional
versus three-dimensional) effect yielded the following results
for Sch: marginally significant difference between the two
dimensional and three-dimensional was found for the DVR.,er
for the caudate (p = 0.049) and putamen (p = 0.052). For the
DVRÃ˜@and for the S/Cer, a significant difference between the
two-dimensional and three-dimensional modes was found for
the putamen (p = 0.016 and p = 0.033, respectively), while no
significant difference was found for the DV and 5/OC. No
significant difference was found when DTBZ was used as the
tracer. Results of the reliability coefficient analysis are pre
sented in Table 3 for both tracers. The slope analysis showed
that the magnitude ofthe AFOM did not affect the magnitude of
the difference between two-dimensional and three-dimensional
modes, as expected.

FDG Studies
The fractional difference of the LMRGIu values averaged

overall ROIs between data obtained from the three-dimensional
mode and data obtained from the two-dimensional studies was
â€”0.01Â±0.08 for the first patient, â€”0.10 Â±0.06 for the second

patient and â€”0.03 Â±0.10 for the third patient. The difference
did not depend on the ROl location as presented in Table 4,
where the fractional difference is expressed for each set of
anatomically significant ROIs.

DISCUSSION
The results of the fractional difference between the values of

the AFOM obtained from the neuroreceptor studies indicated
that the three-dimensional processing protocol described earlier
showed a tendency of yielding slightly higher values compared
toresultsfromdataacquiredinthetwo-dimensionalmode.The
trend was not found to be significant after applying statistical
analysis except in a few isolated cases. A close, but not perfect,
match also was detected by reliability analysis. It is interesting
toobservetheapparentdiscrepancyinthereliabilityresults.
The reliability of the AFOM for Sch was much lower than that
obtained from the DTBZ data, except for DV, where it was
approximately 0.9. To correctly interpret this result, it is
necessary to know the reliability characteristic of the tracer
when the same acquisition modality is being used (intrinsic
reliability). Sch exhibited a high intrinsic reliability for all
AFOM (around 0.9), except for DV (around 0.5), which
indicated poor within-subject reproducibility for this particular
AFOM (16). Since the intrinsic within-subject reproducibility

TABLE 3
Reliat@IityCoefficients for Analysis Figure of Merit for Each Set of

AOl, Sch and DTBZ Data

Caudate0.500.73Putamen0.510.79Caudate0.600.50Putamen0.600.59Caudate0.910.45Putamen0.890.83OC0.910.45Caudate0.250.73Putamen0.00.88Cauclate0.350.51Putamen0.090.68000.440.55

5/Cer

DV

DVFL@

DVFL@

ROI = region of interest; Sch = 11C-Schering23390; DTBZ = 11C-
dihydrotetraben@ne;5/00 = str@turn/occipftalcortex ratio;S/Cer = stria
turn/cerebellumratio;DV= distributionvolume;DVR@= distributionvolume
ratioocc@; DVFL@ = distribution volume ratio@,,@@,; OC = occipital

crotex.
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Subject 1Subject 2Subject3ROl

regionFract differenceStdFract differenceStdFractdifferenceStdFrontal
cortex0.010.050.070.050.050.04Striatum0.010.060.1
10.050.030.07Occipital
cortex0.010.100.100.070.000.11Thalamus0.050.080.100.030.040.11Cerebellumâ€”0.020.1

10.130.090.120.08*Std

is the standard deviationof the fractionaldifferenceover regionsof interest(ROls)placedon the sameanatomical AOl.

TABLE 4
Fractional Difference (2D - 3D)/(0.5*(2D+3D))for the FDG Data for Each of the Anatomically Defined Regions of Interest

was poor for DV, the impact introduced by the varying
acquisition mode would be minimal, which resulted in the high
reliability values in this study (Table 3). The same consider
ations held for the reliability obtained from the DTBZ data. In
other studies, we found that the intrinsic reliability for DTBZ
was, in fact, lower than that obtained when Sch was used as the
tracer, thus, again minimizing the effect of the acquisition
mode, which resulted in the higher reliability values in Table 3.
Although the reliability values indicated that it is not advisable
to directly compare data obtained from the two acquisition
modalities, they still showed that the results obtained from the
two-dimensional and the three-dimensional modes were in good
agreement, improving previously published results (2,20,21).

The two-dimensionalâ€”three-dimensional comparison was
performed using several analysis methods. Although there
might be some debate about which ofthese methods is the most
biologically significant for each tracer, all were used in this
validation study, since each of them explores a different aspect
ofthedata.Resultswereconsistentforallanalysismethods,
which indicated that there are no noticeable local differences
between the data acquired in two-dimensional and three
dimensional modes.

In the case of the FDG data, two-dimensional results yielded
systematically slightly higher LMRGIu compared to the three
dimensional data. The difference appeared to be an overall
offset as opposed to regional differences. This difference might
be due to the fact that a windowed transmission scan was used
to calculate the attenuation correction factors for the two
dimensional scan, while the tomograph sensitivity in two
dimensional mode was calibrated using a nonwindowed trans
mission scan for consistency with our early two-dimensional
scans, performed when rod windowing software was not avail
able yet. However, the absence ofregional differences indicated
that there were no significant uniformity differences between
the two acquisition modes.

CONCLUSION
Three-dimensional PET yielded an approximately fourfold

gain in the noise equivalent counting rate (1 ) at radiotracer
concentrations typically encountered in receptor and brain FDG
studies, thus significantly improving the statistical image qual
ity and/or allowing for longer studies. In the present study, the
quantitative aspect of three-dimensional PET in brain studies
has been evaluated since quantitation is often a strong require
ment in image analysis. Biologically meaningful results ob
tamed from three-dimensional studies were compared to those
obtained from two-dimensional studies performed on the same
subjects. S/OC, S/Cer, DVRÃ˜,,,DVRcer and DV were used as
figures of merit for the neuroligand studies and LMRG1u was
used for the FDG studies. Images from three-dimensional PET
data were processed with the following protocol: iterative
convolution subtraction scatter correction method, a detector

normalization with axial and radial geometric factors, attenua
tion correction, FBP reconstruction algorithm and ROI-based
sensitivity calibration. The difference between the results ob
tamed from the two-dimensional and three-dimensional PET
data in neuroreceptor studies was generally around 5%, mdi
cating no major systematic differences and good agreement
between the two acquisition and processing modes. Statistical
analysis performed on the results of the neuroreceptor studies
onourpopulationsampledidnotshowthisdifferencetobe
significant, except in a few isolated cases. Reliability analysis,
however, indicated that comparing results directly from the
two-dimensional and the three-dimensional acquisition modes
might introduce some inaccuracies. Good agreement between
the two-dimensional and three-dimensional data was confirmed
also by the LMRGIu analysis applied to the FDG studies, where
the ROIs sampled a large area of the brain. The imaging
protocols and subsequent analysis methods tested in this study
involved scanning conditions with a wide range of the number
of acquired counts and different locations of ROIs in the brain
image and, thus, provided a demanding test ground for the
algorithms performance. Three-dimensional PET quantitation
accuracy is adequate for brain studies, however, a direct
comparison between two-dimensional and three-dimensional
PET is not recommended when inaccuracies of the order of 5%
cannotbeneglected.
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attenuationcorrectionalloweda moderate improvementin the
measurement of absolute activity in individual brain ROIs. When
images were analyzed as t9et-to-background activity ratios, as is
commonly performed with@ th@ outcome measures
showed only small differences when Par@dnson's disease patients
and healthy control subjects were compared using nonuniform,
uniformor evenno attenuationcorrection.
Key Words: quantitative SPECT; nonuniform attenuation correc
tion; brain imaging
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Theimportanceofnonuniformattenuationcorrectionin
SPECT imaging of highly heterogeneous sections of the body,
like the thorax, is well recognized (I ). However, its significance
in quantitative brain SPECT imaging has not been so well
documented. Routine clinical brain SPECT imaging still uses
uniform attenuation correction, assuming that the head has
homogeneous attenuation properties and elliptical cross-see
tions. Here, we examine the heterogeneity of the head and
analyze the significance ofnonuniform attenuation correction in
quantifying radioligand distribution in the brain using SPECT
imaging.

Various methods for attenuation correction in SPECT have
been proposed. These methods can be classified as:

1. Object space postprocessing methods (2);
2. Attenuation-weightedbackprojection(3,4); and
3. Iterative projection-backprojection methods (5â€”8).

In postprocessing methods, such as Chang's algorithm (2), an
attenuationcorrectionfactorfor each voxel in the object is first
computed from a map of the attenuation coefficients of the
object. These correction factors are then applied to the recon
structed emission image. In the attenuation-weighted back
projection methods, the image reconstruction filter (i.e., ramp
filter multiplied by a window function) is modified in such a
way that the filter is a function of the constant attenuation
coefficient for the object. In iterative methods, pseudoprojec
tions of an estimated emission image through the attenuation

The purposes of this study were to develop a method for nonuni
form attenuation correction of 1231emission brain images based on
transmission imaging with a longer-lived isotope (i.e., 57Co) and to
evaluate the relative improvement in quantitative SPECT images
achieved with nonuniform attenuation correction. Methods: Emis
sionand transmissionSPECTscans wereacquiredon threediffer
ent sets of studies: a heterogeneous brain phantom filledwith 1231to
simulate the distribution of dopamine transporters labeled with
213-carbomethoxy-313-(4-1231-iodophenyl)tropane @23I..p@@;nine
healthy human control subjects who underwent transmission scan
ning using two separate line sources (@@Coand 123@);and a set of
eight patients with Parkinson's disease and five healthy control
subjects who received both emisskxi and transmission scans after
injection of 123l-@3-C1r.Attenuation maps were reconstructed using a
Bayesian transmission reconstruction algorithm, and attenuation
correction was performed using Chang's postprocessirig method.
The spatial distribution of errors within the brain was obtained from
attenuation correction factors computed from uniform and nonuni
form attenuation maps and was visualized on a pixel-by-pixel basis
as an errorimage.Results:Forthe heterogeneousbrainphantom,
the uniform attenuation correction had errors of 2%-6.5% for
regions corresponding to striatum and background, whereas non
uniform attenuation correction was within 1%. Analysis of 1231
transmission images of the nine healthy human control subjects
showed differences between uniform and nonuniform attenuation
correction to be in the range of 6.4%â€”16.0%for brain regions of
interest (ROIs).The human control subjects who recsived transmis
sion scans only were used to generate a curvilinear function to
convert 57Co attenuation values into those for 1231 based on a
pixel-by-pixel comparison of two coregistered transmission images
for each subject. These values were applied to the group of patients
and healthy control subjects who received transmission@ scans
and emission 1231scans after injection of 123l-(3-CIT.In comparison
to nonuniform attenuation correction as the gold standard, uniform
attenuation with the ellipse drawn around the transmission image
caused an â€”5%error, whereas placement ofthe ellipse around the
emission image caused a 15% error. Conclusion: Nonuniform
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