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Three-Dimensional Imaging Characteristics of the
HEAD PENN-PET Scanner
Joel S. Karp, Richard Freifelder, Michael J. Geagan, Gerd Muehllehner, Paul E. Kinahan, Robert M. Lewitt
and Lingxiong Shao
Department of Radiology, University of Pennsylvania; UGM Medical Systems, Philadelphia, Pennsylvania

A volume-imaging PET scanner, without interplane septa, for brain
imaging has been designed and built to achieve high performance,
specifically in spatial resolution and sensitivity. The scanner is unique
in its use of a single annular crystal of Nalffl), which allows a field of
view (FOV) of 25.6 cm in both the transverse and axial directions.
Data are reconstructed into an image matrix of 1283 with (2 mm)3
voxels, using three-dimensional image reconstruction algorithms.
Methods: Point-source measurements are performed to determine
spatial resolution over the scanner FOV, and cylindrical phantom
distributions are used to determine the sensitivity, scatter fraction
and counting rate performance of the system. A three-dimensional
brain phantom and 18F-FDG patient studies are used to evaluate
image quality with three-dimensional reconstruction algorithms.
Results: The system spatial resolutionis measured to be 3.5 mm in
both the transverse and axial directions, in the center of the FOV.
The true sensitivity, using the standard NEMA phantom (6 liter), is
660 kcps/fiCi/ml, after subtracting a scatter fraction of 34%. Due to
deadtime effects, we measure a peak true counting rate, after
scatter and randoms subtraction, of 100 kcps at 0.7 mCi for a
smaller brain-sized (1.1 liter) phantom, and 70 kcps for a head-sized
(2.5 liter) phantom at the same activity. A typical 18F-FDG clinical

brain study requires only 2 mCi to achieve high statistics (100 million
true events) with a scan time of 30 min. Conclusion: The HEAD
PENN-PET scanner is based on a cost-effective design using NalfTI)
and has been shown to achieve high performance for brain studies
and pediatrie whole-body studies. As a full-time three-dimensional
imaging scanner with a very large axial acceptance angle, high
sensitivity is achieved. The system becomes counting-rate limited as
the activity is increased, but we achieve high image quality with a
small injected dose. This is a significant advantage for clinical
imaging, particularly for pediatrie patients.
Key Words: three-dimensional volume imaging; positron emission
tomography scanner performance
J NucÃ­Med 1997; 38:636-643

PETis an imaging modality that has made major advances in
recent years. The spatial resolution is improved through better
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detector design, and the sensitivity is improved with three-
dimensional imaging and through an increase in the axial field
of view. These improvements, however, have generally been
accompanied by an increase in cost of the instrument. While the
interest in PET continues to grow and the applications broaden,
it is important that the cost of the technology does not outpace
its clinical utility. Our major objectives in designing a new PET
scanner were to achieve high isotropie spatial resolution and
sensitivity for clinical brain studies in a cost-effective design.
Design criteria were chosen to optimize these measures of
performance, while tradeoffs in other areas were made.

Three basic choices were made in the design of the HEAD
PENN-PET scanner:

1. Use Nal(Tl) as the detector material.
2. Focus our efforts on a small diameter system.
3. Image exclusively in three dimensions without septa.

The decision to use Nal(Tl) is largely based on the high light
output of the scintillator. Anger-type position-sensitive Nal(Tl)
detectors, using large photomultiplier tubes (PMTs), offer a
cost-effective method of gamma-ray detection in nuclear med
icine, and have been applied to 511-keV imaging since 1963
(7). Our group has designed several whole-body Nal(Tl) PET
scanners (2-4), all based on hexagonal rings of six position-
sensitive Nal(Tl) detectors, and most recently these same
principles have been applied to a dual-detector SPECT/PET
system (5). For this application to a dedicated brain-imaging
scanner, we use a single annular crystal. For brain imaging,
spatial resolution is often the most important consideration,
particularly with positron-emitting isotopes with a short anni
hilation range, such as I8F and "C. The single continuous

detector leads to uniformly high spatial resolution, with fine
spatial sampling, over the active area of the crystal, thus, high
resolution in all three dimensions in the reconstructed images. A
single continuous detector also avoids the need for scanner
motion or compensation for missing data that result from
having gaps between each pair of adjacent detectors used in the
whole-body PENN-PET scanners (3).

A drawback with a continuous detector of Nal(Tl), which has
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a relatively long scintillation pulse decay time (T = 240 ns), is
the problem of overlapping events, or pulse pile-up, which can
cause deadtime and loss of performance at high activity levels.
We address this problem by reducing both temporal overlap and
spatial overlap of events. The temporal overlap is reduced with
pulse-clipping and short pulse integration, and the spatial
overlap is reduced with a local centroid positioning algorithm
which restricts the number of signals used to process an event
(6).

The decision to build a small-diameter system was based on

optimizing performance for brain imaging, although a small
diameter is also well-suited to whole-body pediatrie imaging
and animal research studies. There are several advantages of
using a small-diameter system for brain imaging. The first is
that the spatial resolution is best in a small-diameter system,
since the effect of the noncolinearity of the two annihilation
photons is minimized. Second, a system with a small diameter
has higher sensitivity for true coincidences for a given activity,
particularly for the localized activity distributions inherent to
brain imaging. While the higher sensitivity is offset somewhat
by the increased acceptance of scattered radiation, the good
energy resolution of Nal(Tl) helps minimize this problem. A
third advantage of a small-diameter system is that it is less
costly and requires fewer PMTs. Using 2-in photomultiplier
tubes (PMTs), only 180 PMTs and subsequent processing
channels are required. Actually, we take advantage of this
cost-advantage by increasing the axial extent of the scanner at
the same time we decrease the diameter. The inner diameter is
42 cm and the axial length of the crystal is 30 cm. We image a
transverse field of view (FOV) of 25.6 cm, and an axial FOV is
25.6 cm, which is the largest axial FOV currently used in PET
systems. Although a brain is typically 10-12 cm in axial length,
the large axial FOV without septa results in a dramatic increase
in the sensitivity in the central region of the FOV, where the
brain is positioned.

A disadvantage of a small-diameter brain system such as
ours, particularly a three-dimensional imaging system, is the
lower counting rate performance compared to a large-diameter
system, due to the effect of deadtime and randoms (7). Thus,
this geometry is most appropriate for studies with longer-lived
positron-emitting isotopes, including I8F and "C, which are

commonly used for metabolic and neuro-receptor imaging
studies. It will not offer optimal performance for I5O-water

studies, which often require bolus injections with high initial
activity.

The decision to continue to image exclusively in three
dimensions without septa is based on previous success with the
PENN-PET scanners (2-4) and that of other investigators
imaging in three dimensions (8). Three-dimensional imaging
has become more prÃ©valantrecently, as issues with image
reconstruction and data quantitation are more effectively han
dled. Nearly all recent systems for both research and clinical
purposes are built either without septa or with the option of
retracting the septa for both two-dimensional and three-dimen
sional imaging (9,10). However, a significant difference be
tween the brain-imaging scanner described here and other
three-dimensional imaging scanners is the increased range of
out-of-plane angles that are accepted. For this brain-imaging
system, the maximum axial acceptance angle, a, defined as the
co-polar angle from the center of the scanner, is 28Â°,whereas
other scanners with three-dimensional imaging capability (11-

13), generally have a larger diameter and smaller axial extent,
with a ~ 10-16Â°. The large acceptance angle affects several

aspects of system performance, including spatial resolution,
scattered radiation, counting rate performance and the accuracy

Trig?

Trigo

Triga

Trig 12

Trig 13

Trig 14

Trie 3 Tris 1
Trig 2

FIGURE 1. Schematic of detector shows 30 columns of PMTs, each column
with six rows, using 15 overlapping triggers.

of the three-dimensional reconstruction algorithm. These mea
sures of performance have been carefully evaluated, and results
are reported in this paper.

The image reconstruction algorithm, in particular, has been
studied as a function of a (14-15). We have found the
three-dimensional reprojection (3DRP) algorithm (16) to per
form well, in terms of accuracy and signal-to-noise ratio for
large a, using both simulated and experimental data (14-15).
However, since it requires special hardware to accelerate its
otherwise long reconstruction time, other algorithms which
reduce the data size and/or increase the speed of reconstruction,
are also of interest. In particular, the multislice rebinning
algorithm (MSRB) (17) and the Fourier rebinning algorithm
(FORE) (18) are promising. We have prior experience with the
MSRB algorithm, which is considerably faster than the 3DRP
algorithm and, because of the more compact size of the
sinogram data, it is more suitable for multiframe dynamic
studies. In this article, where we wish to retain a focus on the
intrinsic capabilities of this scanner, we illustrate reconstructed
image quality with the 3DRP algorithm, since this algorithm
provides the highest signal-to-noise ratio and best image qual
ity. However, appropriate use of the MSRB, FORE or other
approximate reconstruction algorithms will be determined as
we perform further studies with the HEAD PENN-PET system.

DESIGN
The basic design of the HEAD PENN-PET scanner has been

previously described (19). The electronic processing is based on
earlier work (20) with the addition of local coincidence trigger
ing (21), which is essential for a continuous detector. Here, we
briefly summarize the design with an emphasis on those areas
that are significant for the results reported in this article.

Detector, Electronics and Position Processing
The Nal(Tl) annular crystal has an inner diameter of 42 cm,

is 30 cm long and 1.9 cm thick. A segmented light guide, with
30 facets, is bonded to the back surface, to which 30 columns by
six rows of 2-in square PMTs are coupled. In order to use a
single crystal for coincidence detection, it is important that the
light from each event does not spread too far. Due to the
geometrical and reflective properties of the crystal (and light
guide) most of the light from an event is measured by small

HEAD PENN-PET SCANNERâ€¢Karp et al. 637



matrices for FORE or 3DRP reconstruction. For sinogram
rebinning, the x- and z-coordinates on the detector surface are
converted into standard sinogram coordinates (r, $) and a range
of slice numbers, depending on the co-polar (out-of-plane)
angle of the coincident line-of-response. The axial deblurring
for MSRB occurs off-line during image reconstruction. The
sinogram data are stored as 256 rays by 192 angles in 128 slices,
for a total of 12 Mbytes. To achieve a transverse FOV of 25.6
cm and axial FOV of 25.6 cm, the data are sorted into 1-mm
bins in the transverse direction and 2-mm bins in the axial

FIGURE2. Local and global energy spectra at low (left)and high (right) direction. It is possible to sample more finely in both directions,
countingrates. but for a more limited FOV. Alternately, doubling the bin size

in the transverse direction, the sinograms can be reduced by a
groups of the nearest PMTs. Thus, we can identify photopeak evenfector of four (128 rays by 96 angles), for a total of only 3
by summing three columns of PMTs into constant fraction
discriminators, forming a total of 15 overlapping triggers, as
illustrated in Figure 1. The timing triggers have the lower level
threshold set at 350 keV, although subsequent software energy
gates define a photopeak window from 450-580 keV before
rebinning. Coincidences are determined (with a 10-ns timing
window) between valid pairs of triggers, which determine the
transverse field of view of 25.6 cm. While all of the PMTs are
continuously digitized, after pulse clipping, the triggers instruct
the electronics to begin integration (for 200 ns) and processing
for two zones of PMTs corresponding to the coincident trigger
circuits.

Within the larger zone of PMTs, a smaller cluster is deter
mined for calculation of a local energy and local centroid
position. The use of a small cluster yields a stable energy and
position at high counting rates, although the effect of pileup of
simultaneous events eventually becomes noticeable. As an illus
tration. Figure 2 compares the local energy spectrum using a
cluster of nine PMTs, to a global energy spectrum using a
cluster of 30 PMTs. The data were acquired using a uniformly
filled phantom with less than 0.1 mCi for the low counting rate
spectra, and about 0.8 mCi for the high counting rate spectra,
where the total detector singles rate is 7.5 Mcps. At this rate, the
local energy spectrum is much less degraded than the global
energy spectrum. From the low counting-rate data, one observes
that the photopeak of the local energy spectrum is about 70%
that of the global energy spectrum, representing the fraction of
scintillation light that is measured by the small cluster. The loss
of light has a small effect on the measured energy resolution
(FWHM), since the local energy resolution is 11% compared to
10% for the global energy. In addition, we achieve a measured
detector point spread function, for 511-keV photons, of 4.5 mm
(FWHM), in both directions ( 19). Note that these measurements
include pulse clipping and 200-ns integration, which means that
only about 60% of the scintillation light emitted in Nal(Tl) is
used.

A consequence of using a small PMT cluster is that the
measured position is discontinuous between adjacent PMTs. To
ensure that the calcuated position changes continuously, and
linearly, across the entire crystal a method of spatial distortion
correction is required (22). A correction table is calculated after
the distortion measurement, then, during data acquisition, the
measured coordinates of each event are used as an address to
the distortion correction table, and a real position is calculated.
The circumferential position (x-coordinate) is sorted into 0.4-
mm bins while the axial position (z-coordinate) is sorted into to
1.0-mm bins.

Data Processing and Image Reconstruction
After energy gating, the data can be rebinned in real time into

sinograms for SSRB or MSRB reconstruction or projection

Mbytes for 128 slices. The smaller sinograms save space and
decrease the transfer time to the host computer, which is
important for dynamic acquisitions.

For flexibility in data processing, data are written in list-
mode and rebinning is performed off-line. The list-mode data

are stored either without energy information or with energy
from both detectors, thus allowing final gating to be determined
after data collection. Storing the data without energy informa
tion requires 6 bytes per event and 12 bytes per event with
energy information. For the 3DRP reconstructions presented in
this article, the list-mode data are rebinned into four-dimen
sional projection matrices (x', y', 4>, 6) that are 128 X 128 X

96 X 15, for a total of 48 Mbytes, where each projection bin is
2 bytes deep. The spatial sampling, 2 mm, is comparable to the
spatial sampling of the reduced sinogram size (128 X 96) used
for MSRB. The projection data are then reconstructed to a 1283
image matrix, with uniform (2 mm)3 sampling in transverse and

axial directions.
After rebinning, the data are normalized for uniform effi

ciency. One important correction involves the sampling pattern
that results from histogramming the data from the very fine
detector coordinate system to the coarser sinograms (for SSRB
or MSRB) (2) or projection data (for 3DRP) (15). A second
correction involves the intrinsic detector nonuniformities. Our
correction for the detector nonuniformities follows the method
of Casey et al. (23) for both the sinograms and modified for
application to projections. For the circular geometry of the
HEAD PENN-PET scanner we perform normalization using a
cylindrical phantom with a uniform distribution, with appropri
ate corrections for geometry and attenuation of the phantom.

In addition, we have implemented quantitative correction
methods for scatter, attenuation and randoms. For the MSRB
algorithm, the correction methods are applied to the sinogram
data and follow those developed for the SSRB algorithm (3).
Since we anticipated the increased importance of scatter cor
rection in a volume-imaging scanner with a large axial accep
tance angle, we have re-evaluated the tail-fitting method applied
to both sinogram data (3) and projection data (75), and
compared it to alternative methods, such as two-dimensional
deconvolution (24) and energy-based scatter correction (25,26).
While the deconvolution and energy-based methods have ad
vantages under certain circumstances, for the data presented
here we used the tail-fitting method for the following reasons.
For relatively uniform distributions, which include metabolic
and flow studies of the brain, the tail-based method provides a
fair estimate of scatter and can estimate the sum of scatter and
randoms over a wide range of counting rates. This method also
takes into consideration scatter from outside the field of view,
which deconvolution correction methods do not. In our imple
mentation, a parabolic fitting is used, although other smoothly
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varying functions can also be used, such as a Gaussian function
(27).

The method of attenuation correction for the brain studies
performed to date is provided by calculating the chord length
through the head for each projection, based on the outline of
ellipses fit to the contour of the head. This is performed in two
dimensions, slice by slice, with sinogram data, and in three
dimensions, using a three-dimensional surface created from the
stack of ellipses, with projection data. Since an ellipse does not
always provide a good estimate of skull contour, particularly
near the base of the brain, we have investigated the application
of an automated technique for fitting the skull surface from
projection data, in order to determine the attenuation length for
each projection (28). While this method may be an improve
ment over ellipse fitting, it will still not properly compensate for
the nasal passages in the head or for the lungs in whole-body
pediatrie studies. Therefore, we will next install a transmission
source for attenuation correction, and implement the single-
photon method using 137Cs (29), as currently done for the

whole-body PENN-PET scanner.
After data correction and two-dimensional filtered back-

projection with a Manning filter, MSRB data are deblurred
axially, using a singular-value decomposition (77). Subsequent
Wiener filtering (30,31) is performed, based on measurements
of the system modulation transfer function. This results in a
noticeable improvement in image quality, in terms of both count
recovery and contrast improvement in the images, with in
creased signal-to-noise ratio. With the 3DRP reconstruction, a
Manning filter is first applied in both the transverse and axial
directions, followed by the method of Wiener postfiltering.

SYSTEM PERFORMANCE MEASUREMENTS
Since the preliminary performance measurements reported in

Freifelder et al. (19), the detector assembly has been installed in
a permanent gantry, suitable for patient studies. We have also
studied the system performance in more detail in order to
characterize the practical operation of the system for patient
studies. The measurements follow the style of the SNM/NEMA
standard tests (32,33), but a smaller cylindrical phantom is used
for scatter and counting rate measurements. We used both a
brain-sized phantom, 12-cm diameter by 10-cm cylinder (1.1
liter) and a head-sized phantom, 18-cm diameter by 10-cm
cylinder (2.5 liter). In contrast, the SNM/NEMA standard
phantom is 20-cm diameter by 19-cm long, and 6 liters in
volume, which is a good compromise for scanners that are
capable of both brain and whole-body imaging, but for a
dedicated brain scanner, the NEMA phantom overestimates
scatter and underestimates counting rate capability. Actually,
the NEMA phantom was not designed to be used in a scanner
longer than 16 cm so that these measurements cannot be

directly compared between a scanner with a large axial FOV
(>16 cm) and one with a small FOV.

Spatial Resolution
Spatial resolution has been measured over the transverse and

axial FOV, out to radial and axial distances of Â±10 cm from the
center, using a small I8F source (0.5 mm3). The intrinsic system

resolution, in tangential, radial and axial directions, has been
measured by rebinning the data with the single-slice rebinning
algorithm (3) with a restricted axial acceptance angle (Â±2Â°),

and the MSRB and 3DRP algorithms with the axial acceptance
angle unrestricted (a = 28Â°).Ramp-filtered backprojection was

used in all three cases. The SSRB and MSRB algorithms allow
both 1-mm and 2-mm spatial sampling, whereas the 3DRP uses
only 2-mm sampling. We measure 3.5-mm (FWHM) transverse
and axial resolution in the center with 1-mm sampling (with
SSRB and MSRB algorithms) and 4.0-mm with 2-mm sampling
(with SSRB, MSRB and 3DRP algorithms). For patient imag
ing, 2-mm sampling is used to achieve both a 256-mm trans
verse and axial FOV. Figure 3 shows that the resolution is
approximately uniform in all three directions and degrades
slowly as the radial distance increases. We have shown that the
MSRB and 3DRP algorithms, using all oblique lines of re
sponse (with a = 28Â°)are of comparable accuracy, though the

measured spatial resolution, with either algorithm, is partly
limited by spatial sampling.

The effect of high counting rates on resolution was measured
with a high intensity source. With a total detector singles
counting rate of 7.5 Mcps above the trigger threshold, the
spatial resolution degrades a little more than 10% compared to
the low counting rate result. Thus, in the center of the scanner,
the FWHM increases from 4.0-4.5 mm (2-mm sampling) as the

counting rate increases to 7.5 Mcps, while the FWTM increases
from 9.7-11.4 mm at the same rate. Although this indicates that

there is some degradation in detector performance at very high
counting rates, due to pulse pile-up, the temporal and spatial
processing of the signals help minimize the effect at typical
counting rates. For example, clinical IXF-FDG brain studies

result in a total detector singles counting rate of between 3 and
4 Mcps, so that the degradation in spatial resolution for these
studies is small.

Sensitivity and Scatter
The axial sensitivity profile of a septa-less scanner, with the

axial acceptance angle unrestricted, is a triangular function
peaked in the center. With the standard NEMA phantom (20 cm
diameter by 19 cm long), the measured true sensitivity is 660
kcps/^iCi/ml, after subtracting a scatter fraction of 34%. The
scatter fraction (scatter/total) was measured by the NEMA
method (33) using a photopeak energy window of 450-570
keV. As mentioned, the NEMA measurement does not properly
consider a scanner whose axial length is longer than the
phantom, thus the total system sensitivity is very sensitive to the
phantom length. Therefore, since comparisons with other scan
ners are difficult, we instead focus on a phantom closer to the
size of a typical patient's head in both diameter and length so as

to better understand characteristics of the scanner for patient
studies. We also quote the sensitivity normalized for axial-cm.
Using the head-sized 2.5-liter phantom, the true sensitivity,
after subtracting a scatter fraction (measured specifically with
this phantom) of 29%, is 50 kcps/^Ci/ml/axial-cm at the center,
or 10 kcps//xCi/ml for a 2-mm thick transaxial slice. Although
the sensitivity drops off at the ends of the scanner, as it does for
every volume imaging system without septa, most subjects'

heads can be positioned in the central part of the field of view
where the sensitivity is highest. Assuming that the brain is
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centered in the scanner, the sensitivity at the edge of the brain
(approximately at 6.4 cm from the center) will be about half the
value in the center, or 25 kcps/^Ci/ml/axial-cm. Compared to
the PENN-PET 240H scanner (3), our whole-body imaging
scanner (diameter = 84 cm, axial length = 12.8 cm), the

sensitivity of the brain scanner is a factor of 3 higher in the
center and a factor of 30 higher at an axial distance of 6.4 cm
from the center.

The current imaging protocol uses a photopeak energy
window for each detector, but it is also possible to set two
energy windows with on-line rebinning. One use of the second
energy window is to improve sensitivity for true events (34,35),
using the good energy resolution of Nal(Tl). The energy region
above the Compton edge, from about 340-450 keV, contains
mainly scattered events (scatter within the object medium) with
few true events. Directly below 340 keV, however, are scattered
events as well as true events, which Compton scatter out of the
crystal. We set two energy windows, a primary photopeak
Window A from 450-570 keV, and a secondary Window B
from 250-340 keV, excluding the events between 340-450

keV. Here we measure the sensitivity using a uniform activity
distribution in the 2.5-liter phantom and estimate the scatter
fraction using the tail-fitting method (3), normally applied as a
scatter correction method before image reconstruction. It is
worth noting that the scatter fraction measured by the NEMA
method (33), which estimates scatter from the line spread
function of sources in water, includes forward, small-angle

scattering. These events have a spatial distribution similar to the
distribution of the true events and do not affect image quality as
adversely as large-angle scattering. The tail-fitting method
cannot discriminate these forward-scattered events from the
true events, thus we measure a scatter fraction for the 2.5-liter
phantom of only 20% using the tail-fitting method, compared to

29% using the NEMA measurement. For this comparison of
single- versus dual-energy windows, the relative differences are

more relevant than the absolute values, thus we quote only
scatter fraction values based on tail-fitting.

Figure 4 shows the relative sensitivity and scatter measured
using only the single "photopeak-photopeak" window for both

detectors (Al, A2) and using the dual windows by adding the
"photopeak-photopeak" window and the "photopeak-Compton"

windows, in other words (Al, A2) + (Al, B2) + (A2, Bl). The
inclusion of (Bl, B2) is not significant because there are few
counts in this window. By using the dual windows, we increase
the true sensitivity by about 32% while increasing the scatter
fraction only from 20% to 22%. As a comparison, we also
tested a wide single Window C from 250-570 keV using this

single total window (Cl, C2), the true sensitivity increases by
86%, but the scatter fraction significantly increases to 37%.
Therefore, using the dual "photopeak-photopeak" and "photo
peak-Compton" windows may be advantageous for patient

studies, since we can achieve a higher sensitivity without
significantly increasing the scatter fraction. This has not been
rigorously validated using either phantom or patient studies.
However, isolated studies in which the data have been collected
in list mode, and which have been reconstructed using different
energy window combinations, seem to confirm that there is an
advantage in using the dual-energy windows.

Counting Rate Capability
Since we wish to characterize performance for patient brain

studies, primarily "*F-FDG studies, we performed counting rate

measurements using the NEMA protocol, but using the smaller
1.1-liter and 2.5-liter phantoms, as shown in Figure 5. At about

0.7 mCi activity, the total detector singles counting rate is 7
Mcps, and the coincident counting rate is about 600 kcps for the
1.1-liter phantom and 500 Mcps for the 2.5-liter phantom. After

energy gating, but without processing deadtime, the coincident
counting rate of valid events (which fall within the predeter
mined transverse field of view of 25.6 cm) reaches 240 kcps for
the small phantom and 200 kcps for the larger phantom, since
the energy gate accepts only 40% of coincident events at this
rate. As comparison, at low counting rates, where pulse pile-up

is negligible, the energy gate accepts about 60% of coincident
events, with the hardware trigger set to 350 keV. With the
current hardware, the processing of coincident events saturate at
500 kcps, though upgraded hardware results in an increased
processing rate up to 700 kcps. At 0.7 mCi, the processing
deadtime, together with the energy gating requirement, result in
a final event rate of 150 kcps for the 1.1-liter phantom and 135
kcps for the 2.5-liter phantom. After scatter and randoms

subtraction, the true event rate is 100 kcps for the small
phantom and 70 kcps for the large phantom. The corresponding
randoms fractions (randoms/trues) are 25% and 55%. Thus,
considering the peak true counting rate, the randoms fraction
and the deadtime, 0.7 mCi represents a reasonable limit of
activity in the system. In addition, spatial resolution was shown
to suffer only a small degradation at detector singles counting
rates corresponding to this activity (about 7 Mcps).

640 THI: JOURNALOF NUCLEARMEDICINEâ€¢Vol. 38 â€¢No. 4 â€¢April 1997



2000 1.1 liter Phantom 1.1 liter Phantom

2000

1500

INO

Activity [uCi]

2.5 liter Phantom

Activity [uCi]

2.5 liter Phantom

â€¢Scatters

UM

Activity [uCi] Activity [uCi]

FIGURE 5. System counting rates
with the 1.1- and 2.5-liter phantoms.
The left panels show the total coinci
dence rate and the rebinning rate with
and without energy gating. The right
panels are the total rebinning rate with
energy gating and the contribution of
true, scatter and random events.

IMAGING RESULTS
The three-dimensional brain phantom (Hoffman phantom)

has become a standard for demonstrating image quality. We
imaged this phantom with I8F and reconstructed the data with

the 3DRP algorithm (Fig. 6), using the standard processing
parameters described in Section 2.2. The only difference be
tween this study and the standard patient protocol is a longer
imaging time so as to acquire a total of 200 million counts.

An F-FDG study on an adult volunteer is shown in Figure
7. The injected dose was only 30 /uCi/kg, for a total of 1.9 mCi.
For these studies, the data were collected in list mode which
limits the acquisition counting rate (due to disk transfer time) to
about 50 kcps. The volunteer was scanned for about 1 hr, for a
total of 150 million counts. Our normal scan time for clinical
18F-FDG studies is 30-40 min, which typically yields 100

million counts. The injected dose for patient studies is one-third
the dose used for studies with the PENN-PET 240H. On the
brain scanner the smaller dose yields an average true counting
rate of 50-60 kcps, compared to a true counting rate of about
25-30 kcps with the PENN-PET 240H (36), using a larger
injected dose (e.g., 8 mCi for a 70-kg adult).

One other example is presented in Figure 8 to illustrate the
benefit of using the HEAD PENN-PET scanner for pediatrie
imaging. The study is of a 5-mo-old baby, where only 0.5 mCi
18F-FDG was injected. The cardiac, whole-body study was 10 min
in duration, followed by a 30-min brain study. The whole-body
study shown in Figure 8 does not have attenuation correction.

DISCUSSION
We have built and evaluated a high-performance PET scan

ner with a very large axial extent, without septa, to achieve high

FIGURE 6. Representative transverse images (each 2-mm thick) of the
three-dimensional brain phantom imaged with 18F.The 3DRP algorithm was

used for image reconstruction.

FIGURE 7. Representative transverse images (each 2-mm thick) of 18F-FDG

brain study. The 3DRP algorithm was used for image reconstruction.
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FIGURE 8. Fluorine-18-FDG study of 5-mo-old baby. The baby was repo-
sitioned between the whole-body/cardiac study (top/middle) and the brain

study (bottom). Since the baby was lying on its side, the cardiac and brain
images were resliced after reconstruction to display short axis and long axis
views for the heart, and transverse, sagittal and coronal views for the brain.
All images are 2-mm thick. Note the reversal of the color scale between the

top and middle images.

sensitivity with three-dimensional imaging techniques. The
scanner encompasses an imaging volume of 256 mm diameter
in the transverse direction by 256 mm long in the axial
direction. The data are reconstructed into a 1283 matrix, with (2
mm)3 cubic voxels, thus the images can viewed as 128 slices in

the transaxial, sagittal or coronal planes. Using a position-
sensitive Nal(Tl) detector consisting of a single annular crystal,
very fine spatial sampling can be used to achieve very high
spatial resolution of 3.5 mm (FWHM) in both the transverse and
axial directions. The design, using a single crystal and only 180
photomultipliers, is very cost effective, given the large axial
extent. Although Nal(Tl) has lower stopping power than BGO
for 511 -keV gamma rays, the large geometrical solid angle of
the scanner leads to a high sensitivity for true coincident events.
An important attribute of Nal(Tl) is the good energy and timing
resolution, which helps to minimize the scatter fraction and
randoms fraction in a septa-less system. Even with pulse-
clipping and short integration, we achieve 10%-11% energy

resolution. In addition, these signal processing techniques,
together with the method of position processing, yield high
spatial resolution and overall performance at a total detector
singles rate of at least 7.5 Mcps.

We also have demonstrated that the consequences of imaging
with a very large axial acceptance angle (a = 28Â°).First, the

scatter and randoms fractions are moderated using narrow
photopeak energy gates. Second, the intrinsic spatial resolution
is preserved using an accurate three-dimensional reconstruction
algorithm, including the MSRB and the three-dimensional
reprojection algorithms. For clinical brain studies, the multislice
rebinning algorithm (MSRB) performs well, but the images are
noticeably noisier than the reprojection algorithm (3DRP). The
drawback of using the 3DRP algorithm is the large data storage
and reconstruction time required, but these issues can be partly
overcome without additional computing power by reducing the
size of the projection dataset. We are currently evaluating the
performance of the algorithm with a larger bin size of the
co-polar angle, thereby reducing the number of out-of-plane
angles. For example, for online acquisition, we reduce the data
size by a factor of two by increasing the out-of-plane bin width
Ao from 3.75Â°to 7.5Â°.This is still more accurate than our

utilization of single-slice rebinning with the PENN-PET 240H,
where the out-of-plane angles are effectively reduced into a

single value corresponding to a much larger A0 of 13Â°(alter
nately expressed as the maximum axial acceptance angle a =
6.5Â°).Therefore, we expect to achieve very good results with
the increased bin width A0 with the three-dimensional rebin
ning, and the three-dimensional reconstruction is significantly
faster, as well.

The HEAD PENN-PET scanner has been shown to be
suitable for brain imaging of adults and children as well as
pediatrie whole-body imaging. Compared to most other sys
tems, including the previous PENN-PET 240H design with a
smaller axial acceptance angle, the dose delivered to the patient
is significantly reduced, which is an advantage, particularly for
pediatrie imaging. For adults, we inject 30 /Â¿Ci/kg.We have
also imaged extremities, specifically the foot. In addition, small
rats have been imaged, using 18F-FDG, and expect further use

to include radiochemistry ligand research and gene therapy
research.

While the HEAD PENN-PET scanner has very high sensi
tivity, the system becomes counting-rate limited above an
activity of 0.7 mCi in the field of view. This does not pose a
problem for clinical ixF-FDG studies, although increased count

ing rate capability would be beneficial for wider applicability
with short-lived isotopes.

CONCLUSION
We have described a new PET scanner based on a single

continuous Nal(Tl) detector, in a design suitable for brain
imaging as well as pediatrie whole-body imaging. The spatial

resolution is 3.5 mm, uniformly in all directions, and the
sensitivity is high, as imaging is performed exclusively in three
dimensions. The axial FOV is 25.6 cm and data are recon
structed into 128 transaxial slices with 2-mm spacing. We
achieve good statistics and image quality for clinical 1SF-FDG

studies using a low injected dose of 2-4 mCi for adults. Lower

doses are used for children. The scanner is low cost and reliable,
making it suitable for both a clinical and research environment,
but with high performance that is required for many PET
applications.
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FIRST IMPRESSIONS
Gallium and Hepatic Scintigraphy

PURPOSE
A 55-yr-old man with large-cell non-Hodgkin's lymphoma was suspected

of recurrence after 3 yr of continuous clinical remission. CT showed a mass
in the right lobe of the liver, but planar '':Ga scintigraphy appeared normal
(Fig. 1). However, SPECT imaging of the liver (Fig. 2) showed focal 67Ga

uptake in the right lobe (arrows) corresponding to the pathology on CT.
Gallium-67 cannot be interpreted without SPECT imaging.

TRACER
Gallium-67-citrate, 8 mei

ROUTE OF ADMINISTRATION
Intravenous

TIME AFTER INJECTION
48 hours and one week

INSTRUMENTATION
Elscint Helix dual-head camera with HPC-5 medium-energy collimator

CONTRIBUTORS
Jabour Khoury and Rachel Bar-Shalom, Department of Nuclear Medicine,

Rambam Medical Center, Haifa, Israel.

Figure 2.
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