Evaluation of Right and Left Ventricular Volume and Ejection Fraction Using a Mathematical Cardiac Torso Phantom
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The availability of gated SPECT has increased the interest in the determination of volume and ejection fraction of the left ventricle (LV) for clinical diagnosis. However, the same indices for the right ventricle (RV) have been neglected. The objective of this investigation was to use a mathematical model of the anatomical distribution of activity in gated blood-pool imaging to evaluate the accuracy of two ventricular volume and ejection fraction determination methods.

Methods: The mathematical cardiac torso phantom, developed to study LV myocardial perfusion, was modified to simulate the radioactivity distribution of a 99mTc-gated blood-pool study. Twenty mathematical cardiac torso phantom models of the normal heart with different LV volumes (122.3 ± 11.0 ml), RV volumes (174.6 ± 22.3 ml) and stroke volumes (75.7 ± 3.3 ml) were randomly generated to simulate variations among patients. An analytical three-dimensional projector with attenuation and system response was used to generate SPECT projection sets, after which noise was added. The projections were simulated for 128 equidistant views in a 360° rotation mode.

Results: The radius of rotation was varied between 24 and 28 cm to mimic such variation in patient acquisitions. Two sets of 360° projection sets were reconstructed using the filtered backprojection reconstruction algorithm with Butterworth filtering. Comparison was made with and without application of the iterative Chang attenuation correction algorithm. Volumes were calculated using a modified threshold and edge detection method (hybrid threshold), as well as a count-based method. A simple background correction procedure was used with both methods.

Conclusion: Results indicate that cardiac functional parameters can be measured with reasonable accuracy using both methods. However, the count-based method had a larger bias than the hybrid threshold method when RV parameters were determined for 180° reconstruction without attenuation correction. This bias improved after attenuation correction. The count-based method also tended to overestimate the end systolic volume slightly. An improved background correction could possibly alleviate this bias.
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SPECT images can be used to determine left ventricular (LV) volume, ejection fraction (EF) and stroke volume (SV). There have been several investigations of LV function using gated SPECT (1-6). However, the same indices for the right ventricle (RV) have been neglected (7). The reasons for the LV emphasis are twofold (8). First, the LV is affected by many cardiovascular conditions before the RV is affected; and, second, its simple geometric shape (prolate ellipsoid) makes the LV easier to study than the complex quarter moon or crescent shape of the RV.

Several techniques have been used to determine ventricular volume in SPECT slices. Segmentation methods such as count threshold methods (1,9-12), count-based methods (3,4) and local gradient methods (13) have been used. In the count threshold method, voxels with counts higher than a predetermined threshold or fraction of the maximum count in the volume of interest (VOI) are included as part of the volume. The threshold is usually determined in phantom studies. The principle on which count-based methods are founded is that the total counts from all the activity within a VOI, irrespective of its location (in or outside the true edge), will be used in calculating the volume. This total count is then divided by the maximum count to obtain the number of voxels included in the VOI. Local gradient methods were frequently used for edge detection in planar gated blood pool studies. Both the threshold and count-based methods rely on a visual or global threshold to select the slices for inclusion in the three-dimensional volume determination. Two-dimensional local gradient methods that search for edges within two-dimensional slices are inaccurate because of the three-dimensional nature of the true boundary. Algorithms that perform in three dimensions provide more accurate determination of the actual edge locations, at the expense of increased algorithmic complexity (10).

When new methods or procedures are evaluated clinically, they are usually compared with a well-known and accurate gold standard. Inherent in any gold standard may be uncertainties and errors because of the assumptions made in the course of calculating the parameters of interest. The two major methods used to calculate LV and RV volume other than with emission imaging are x-ray angiography (14,15) and echocardiography (16,17). Each of these techniques has its own uncertainties. Accurate determination of the RV has been difficult because...
angiography and echocardiography require highly detailed assumptions about the RV's geometry (8,14–17). Magnetic resonance imaging (8,18,19) and ultrafast CT (20,21) are also becoming accurate modalities for heart volume calculation, with the latter being the method of choice. Phantom studies are useful to validate new techniques. The major advantage of phantom experiments is that they allow control over variables and provide knowledge about parameters to be measured. The major disadvantage of phantom experiments has been their lack of clinical applicability because of oversimplification of the anatomy.

The objective of this investigation was to use a mathematical model that realistically simulates the normal anatomy of the human torso with an activity distribution that models gated blood pool imaging to evaluate the accuracy of two methods that can be used to determine the ventricular volumes and EFs. In this investigation, determination of the volumes and parameters of the RV was emphasized.

**MATERIALS AND METHODS**

**Phantom Design**

The mathematical cardiac torso phantom (MCAT) developed for myocardial SPECT studies (22,23) was modified to allow investigation of cardiac function (24,25). The MCAT phantom uses simple geometric representations (ellipsoids and cylinders) to model the normal heart, other organs and body outline. It originated from the reference human developed for internal dosimetry purposes (26) and was modified to better approximate the dimensions and shapes of the organs for imaging purposes (27). The shape, volume and mass of the LV and RV were derived from various sources (2,19,21,26–30). In this study, the model was further extended to include 16 different frame times to represent the motion of the heart during the heart cycle using a volume curve from Guyton (28). For planar gated blood-pool imaging, Bacharach et al. (31) determined that frame intervals of 50 msec per frame at rest and 40 msec per frame during exercise were sufficient for measurement of EF. Similarly, Van Aswegen et al. (32) found that 16 time frames were adequate to determine EF but not parameters such as peak filling and ejection rate. It is general practice to acquire 8–16 time frames with gated SPECT due to statistical, computational and disk space considerations (1–6). Thus, 16 time frames were used in this investigation. The LV and RV volumes (19,26,30) and myocardium thickness (2,21) were modified for improved agreement with typical human anatomy and to include conservation of myocardial mass during a beating cycle of the heart. A radioactivity distribution that simulated a 99mTc-gated blood-pool study was simulated; that is, the major concentration of activity was within the chambers of the heart (ventricles and atria), and a background level of 10%–20% of the heart concentration was used in the phantom.

To simulate the variability that is present in clinical situations, 20 MCAT models of the normal heart with different LV and RV volumes and SVs were generated within a normal range of variations from the normal average model (Table 1). This was accomplished using the assumption that the fraction of the ellipsoids used to simulate any given ventricle is a constant, regardless of the change in volume. Therefore, these fractions for the average model were calculated and applied to the randomly generated volumes, taking into account the change in SV. In this way, 16 different time frames (volume curve) for the 20 MCAT hearts were generated. To further enhance mimicking clinical variability, a patient population consisting of 10 men and 10 women with four different torso sizes (Table 1), namely, a 36-cm male torso, a 36-cm female torso with small breast, a 36-cm female torso with large breast and a 36-cm male torso with 2.2 cm of fat added (40.4 cm in total), were simulated. The torso size was the maximum lateral width of the phantom. In some patients, the liver was raised such that a portion of it was contained within the slices of the heart.

**Data Simulation, Reconstruction and Analysis**

An analytical three-dimensional projector with attenuation and detector response included was used to generate the projection.
datasets (33). Poisson noise was added based on an average total projection counts of 12.5 million at diastole (~97,600 counts per projection image). The contribution of scatter was not considered in this study; that is, perfect scatter correction was assumed. In practice, one of several different scatter compensation methods (34–38) could be used to correct for scatter. Correction for scatter by one of the scatter subtraction methods would lead to an increased image noise level and thus may have an impact on the accuracy of edge definition. This issue deserves consideration; however, the time to run Monte Carlo simulation of the large number of three-dimensional datasets included in this investigation was prohibitive. The simulated SPECT system was based on a commercial system with a low-energy, high-resolution (LEHR) collimator. The pixel size was 0.317 cm. SPECT projections were simulated in 128 equidistant views in a 360° rotation mode. The radius of rotation was varied between 24 and 28 cm to realistically simulate patient setup procedures in the clinic (Table 1). Data were reconstructed using filtered backprojection reconstruction with Butterworth filtering, with a cutoff frequency of 0.625 cycles/cm and an order of 4. Data were reconstructed using different reconstruction strategies: using all the data acquired through 360° without attenuation correction; using 180° data (45° RAO to 45° LPO) without attenuation correction; using all the data acquired through 360° with one iteration of Chang attenuation correction (39); and using 180° data with one iteration of Chang attenuation correction. Transverse slices were reformatted to horizontal long axis slices and background corrected using a region of interest (ROI) adjacent to the LV.

Two different methods were used to determine the ventricular volume. First, a simple hybrid count threshold (hybrid threshold) method was used. The average maximum count in the ventricle of interest was determined using a 5 × 5 pixel region around the maximum. The average maximum count was used instead of the maximum because of the noisy nature of the data. The number of slices was selected using a predetermined threshold value. The threshold value for each data set was calibrated using the end diastolic volumes (EDVs) of all phantom patients and varied between 37% and 48% (Table 2). This was done to investigate if there was a need for a variable threshold value as the volume decreased, as suggested by Faber et al. (2). The threshold for each phantom patient was determined by changing the fractional value until the true volume was obtained within a high accuracy. The threshold value that gave the best overall results for all phantom patients was chosen as the predetermined threshold value. The center of mass of the ventricle was calculated, and a search pattern from that location radially outward was instituted. The search was constrained by a manually drawn ROI on the diastolic time frame. A local gradient (first derivative) was calculated and used in combination with the threshold to find the edge of the ventricle in each slice. The edge was selected either by the maximum gradient between the center of mass and the manually drawn ROI or the count threshold, depending upon which was reached first.

The second method was a count-based volume quantitation technique. As with the threshold method, the center of mass was found, a search radially outward was launched and the maximum gradient was used to determine the edge. The ROI found in this way was dilated to include two additional voxels in all directions, in an effort to include all the activity (counts) belonging to the VOI (blurred into the surroundings). In this method, the number of slices consists of that used in the threshold method, as well as two additional slices on both sides. All the counts included were summed and divided by the average maximum count. This yielded the estimate of the number of voxels included in the VOI.
Statistical Analysis

Linear regression analysis (40) was done using all calculated volumes for the RV and LV compared to the true volumes for the respective ventricles. Regression values (r) and standard errors of the estimate (s.e.) were calculated as an indication of performance of the two methods investigated.

RESULTS

In Figures 1 and 2, horizontal long-axis images of a gated SPECT blood-pool phantom patient without and with attenuation correction, respectively, are given. The images consist of 16 time frames from one slice through the center of the ventricles during the cardiac cycle, reconstructed using 180° data. The improvement in contrast and uniformity of the distribution of activity within the ventricles are clearly visible for the attenuation corrected image set. The latter was especially true for the RV.

In Figures 3 and 4, the results from the regression analysis for the RV are given. In both figures, a and b represent the results from the 180° projection data, whereas c and d represent the results from the 360° projection data. Furthermore, a and c are the results obtained using the hybrid threshold method, whereas b and d are the results using the count-based method. Figure 3 summarizes the regression analysis for the RV volumes reconstructed without attenuation correction. Excellent correlations were obtained that varied between 0.931 and 0.979, whereas the s.e. values varied between 7.1 and 12.7 ml. The spread of the volumes around the regression line is noticeably better for the 360° case (smaller s.e.). In Figure 4, the regression results were obtained using the count-based method.

<table>
<thead>
<tr>
<th>TABLE 3</th>
<th>Results in Terms of Measured Value Divided by True Value of the Parameter Using 180° and 360° Projections without Attenuation Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EDV</td>
</tr>
<tr>
<td>360°</td>
<td>180°</td>
</tr>
<tr>
<td>LV, hybrid threshold</td>
<td>0.976</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
</tr>
<tr>
<td>LV, count-based</td>
<td>0.984</td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
</tr>
<tr>
<td>RV, hybrid threshold</td>
<td>1.030</td>
</tr>
<tr>
<td></td>
<td>(1.030)</td>
</tr>
<tr>
<td>RV, count-based</td>
<td>1.003</td>
</tr>
<tr>
<td></td>
<td>(0.041)</td>
</tr>
</tbody>
</table>
obtained with attenuation corrected RV data are given. The
regression values varied between 0.960 and 0.988, and the s.e.
values varied between 5.44 and 9.78 ml. Note the decrease in
the s.e. for attenuation-corrected data compared to data without
attenuation correction (Fig. 3 versus Fig. 4).

Regression results for the LV volumes without attenuation
correction varied between 0.967 and 0.984, whereas the s.e.
values varied between 5.3 and 7.7 ml. The same parameters
varied between 0.978 and 0.991 and 4.04 and 6.21 ml, respecti-
vely, when attenuation correction was applied.

Figures 5 and 6 compare the calculated average RV and LV
volume curves with that of the phantom over a cardiac cycle.
The lines represent the true values derived from the phantom,
whereas the symbols represent the calculated values. The s.d.
values for the different volume curves are not shown but were
about ±12.0 ml for the LV and ±22.0 ml for the RV for both
datasets. In both Figures 5 and 6, a and b represent the results
from the 180° projection data, whereas c and d are the results
from the 360° projection data. Furthermore, a and c are results
obtained using the hybrid threshold method, whereas b and d
are results using the count-based method. The hybrid threshold
method performed satisfactorily, as indicated by the similarities
between the lines and the symbols in all the figures. The
count-based method tends to slightly overestimate the end
systolic volume (ESV) for all cases (Figs. 5 and 6, b and d) and
perform unsatisfactorily in the case of 180° projection data with
no attenuation correction (Fig. 5b), although the regression
coefficient (r = 0.931) is still excellent. Improvement was
apparent after attenuation correction (Fig. 6b).

Tables 3 and 4 give the results of measured parameters (EDV,
ESV, SV and EF) as fractions of the true parameter values. The
values calculated for each parameter with each method are an
indication of the bias (closer to 1.0 for less bias), and the s.d.
values are an indication of the variability (precision) of the
methods. In Table 3, the results for parameters obtained using
360° and 180° projection data without attenuation correction are
summarized. The bias in the calculated parameters for 360°
projection data varied between −2.4 and 3.0%, −1.0 and
11.6%, −8.6 and 4.5% and −8.2 and 1.4% for EDV, ESV, SV
and EF, respectively. The count-based method performed the
worst for both ventricles, and this decreased performance is
especially visible in the parameters derived from volume
calculation (SV and EF). In all cases, the results for 180°
projection data were comparable to that of the 360° projection
data. These results once again demonstrate the effect of the
overestimation of the ESV using the count-based method. In
Table 4, results obtained using the Chang attenuation correction
method are given for 360° and 180° projection data. Results for
the count-based with attenuation correction show improved
accuracy over those without attenuation correction, whereas for
the hybrid threshold method, the results obtained from with
and without attenuation correction are comparable. Comparing
Figures 1 and 2, the improvement in the quantitative results of
the count-based method coincide with the visual improvement in
contrast and uniformity after attenuation correction.

**DISCUSSION**

Our results indicate that cardiac functional parameters can be
measured with reasonable accuracy, with both the hybrid
threshold and the count-based methods. Both methods are fast
and easy to implement. The disadvantage of the count threshold
edge detection technique is the need to calibrate (to adapt the
threshold) for each reconstruction strategy, as indicated by the differences in percent threshold in Table 2. The count-based method consistently overestimates ESV slightly (between 4.6 and 12.7%) for both the ventricles. This is probably due to its inability to accurately correct for the contribution of background using the ROI adjacent to the LV, and improved methods of background correction are desirable.

The need to change the count threshold between the EDV and ESV calculation, as suggested by Faber et al. (2), was not observed in the simulation studies investigated herein. This is...
because of the use of a local gradient in conjunction with a global threshold. At end diastole, the separation between the ventricular chambers is at its minimum (myocardium at its thinnest), and the partial volume effect impact on the separation (myocardium) is at its peak. A higher threshold is needed (if not used with a local gradient) to separate the ventricles. In end systole, the separation is at its maximum (the partial volume effect at its minimum), and a lower threshold is needed. In this study, the incorporation of a local gradient eliminates the need to change the threshold value between diastole and systole.

A comparison of 180° versus 360° reconstructions shows that the hybrid threshold method has similar accuracies with both reconstruction strategies. The reason for this is the calibration of the predetermined threshold value for each method (Table 2). The count-based method was more accurate after application of one iteration of Chang’s attenuation correction method. This is especially true for the RV (compare Fig. 5b with Fig. 6b and Tables 3–4). The attenuation correction method was able to reduce the distortion of counts, which was more prominent in the case of the RV due to its more superficial location. In clinical practice, it should be possible to implement the count-based method without the added complication of calibration for the specific camera system and imaging protocol. In combination with attenuation correction, 180° projection data could be used to save time and disk space.

A limitation of the use of the MCAT model is that the structure of the RV and LV is represented by smooth geometric shapes. This may have made the segmentation task easier because the detailed structure of the ventricles is not modeled. The finite spatial resolution inherent in SPECT imaging does, however, decrease the impact of this deficiency. The influence of the motion of the valvular plane was not studied during this investigation and could have an effect on the overall accuracy of the method in a clinical environment. Presently in the MCAT phantom, the valvular planes are assumed to be stationary during the cardiac cycle. Patient motion (physical and respiratory) can also be an influencing factor, and studies should be performed to investigate the extent of such influences. The heart model of the MCAT phantom can be further modified to realistically represent the motion of the valvular plane, motion within every time frame to include the influence of the finite temporal resolution and details of structure, such as inclusion of papillary muscles. Larger diastolic volumes (>211.4 ml for the RV and 142.1 for the LV) can also be studied to verify volume calculation methods herein. However, previous investigations with phantoms (10,12) have showed that more variation in the percent threshold is possible at smaller volumes. Thus, it is at the smaller volumes that the accuracy of volume quantification is most challenged. In this study, the smallest volume simulated was 25.9 ml at LV end systole.

CONCLUSION

The results indicate that cardiac functional parameters can be measured with reasonable accuracy using both methods with gated SPECT blood-pool imaging. However, the count-based method had a larger bias than the hybrid threshold method in determining RV parameters for 180° reconstruction without attenuation correction. This bias improved after attenuation correction. Thus, the use of attenuation correction with count-based volume quantitation for the RV is recommended. The count-based method also tended to overestimate the ESV slightly. An improved background correction could possibly alleviate this bias.
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We evaluated a novel combined x-ray CT and SPECT medical imaging system for quantitative in vivo measurements of $^{99m}$Tc-sestamibi uptake in an animal model of myocardial perfusion. **Methods:** Correlated emission-transmission myocardial images were obtained from 7- to 10-kg pigs. The x-ray CT image was used to generate an object-specific attenuation map that was incorporated into an iterative ML-EM algorithm for reconstruction and attenuation correction of the coregistered SPECT images. The pixel intensities in the SPECT images were calibrated in units of radionuclide concentrations (MBq/g), then compared against in vitro $^{99m}$Tc activity concentration measured from the excised myocardium. In addition, the coregistered x-ray CT image was used to determine anatomical boundaries for quantification of myocardial regions with low perfusion. **Results:** The accuracy of the quantitative measurement of in vivo activity concentration in the porcine myocardium was improved by object-specific attenuation correction. However, an additional correction for partial volume errors was required to retrieve the true activity concentration from the reconstructed SPECT images. **Conclusion:** Accurate absolute SPECT quantitation required object-specific correction for attenuation and partial volume effects. Additional anatomical information from the x-ray CT image was helpful in defining regions of interest for quantification of the SPECT images.

**Key Words:** SPECT; quantification; myocardial perfusion; image coregistration

**J Nucl Med 1997; 38:1535-1540**

A bsolute quantitation of radionuclide uptake from SPECT is compromised by photon attenuation, scattered radiation and partial volume errors (1,2). Therefore, several investigators have incorporated transmission measurements into reconstruction of the radionuclide image for compensation of photon attenuation. SPECT images also have been coregistered with images from x-ray CT or MRI (3,4) to improve anatomical definition, localization and quantitative accuracy of functional information obtained with SPECT.

We are developing a new imaging device, christened the emission-transmission CT (ETCT) system, which uses a common detector and imaging geometry to obtain a co-registered functional data from SPECT and anatomical data from x-ray CT. For quantitative measurements, the transmission CT image can be used to generate an object-specific attenuation map for attenuation compensation of the SPECT data. In this study we...