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The use of high-dose *3'l antibody therapy requires accurate mea-
surement of normal tissue uptake to optimize the therapeutic dose.
One of the factors limiting the accuracy of such measurements is
scatter and collimator septal penetration. This study evaluated two
classes of energy-based scatter corrections for quantitative '3'l
imaging: window-based and spectrum-fitting. Methods: The win-
dow-based approaches estimate scatter from data in two or three
energy windows placed on either side of the 364-keV photopeak
using empirical weighting factors. A set of images from spheres in
an elliptical phantom were used to evaluate each of the window-
based corrections. The spectrum-fitting technique estimates de-
tected scatter at each pixel by fitting the observed energy spectrum
with a function that models the photopeak and scatter, and which
incorporates the response function of the camera. This technique
was evaluated using a set of Rollo phantom images. Resuits: All of
the window-based methods performed significantly better than a
single photopeak window (338-389 keV), but the weighting factors
were found to depend on the object being imaged. For images
contaminated with scatter, the spectrum-fitting method significantly
improved quantitation over photopeak windowing. Little difference,
however, between any of the methods was observed for images
containing small amounts of scatter. Conclusion: Most clinical '3'I
imaging protocols will benefit from qualitative and quantitative
improvements provided by the spectrum-fitting scatter correction.
The technique offers the practical advantage that it does not require
phantom-based calibrations. Finally, our results suggest that septal
penetration and scatter in the collimator and other detector-head
components are important sources of error in quantitative '3'|
images.
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Iodine-lBl-Iabeled monoclonal antibodies are used to treat
various cancers. At our insitution, the patient is first imaged
with low-dose '*'I-labeled antibodies to determine both tumor
and normal tissue uptake (/). The therapeutic dose can then be
optimized to deliver the maximum dose to the tumor that will
not result in exceeding the normal tissue dose limits. A
limitation to this optimization process (and thus a limit to the
maximum useable dose) is the accuracy of the measured '*'I
distribution. Scatter corrected diagnostic images that contain
less than 5% bias in the relevant region-of-interest (ROI) is
preferable.

Iodine-131 is more difficult to image than *™Tc because
9MTc is a monoenergetic (140 keV) gamma-ray source, while
3! has multiple gamma-ray emissions [284 keV (5.8%), 364
keV (82%), 637 keV (6.5%) and 723 keV (1.7%)]. Most
scintillation cameras are optimized for imaging at 140 keV.
Penetration of the septa in high-energy collimators, as well as
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scatter in the collimator and detector assembly, can significantly
affect the quality of data acquired at and above 364 keV. Also,
although the two higher energy emissions are usually ignored,
they often scatter in the patient and produce significant bias in
31 images (2-4). Still, a number of techniques developed to
correct for object (patient) scatter in **™Tc images have been
applied to '*'I imaging (4-10).

Collimator

Many high energy collimators are optimized for 364 keV and
allow substantial penetration of the higher energy photons
emitted by '*'I. The combination of septal penetration and the
relatively low attenuation of the higher energy gamma rays by
the patient’s body means these photons often contribute a
significant fraction of the events collected by the imaging
system.

Septal-penetration for a parallel-hole collimator can be esti-
mated as (/1):

% penetration = 100 - e™#™, Eq. 1

where u is the linear attenuation coefficient of the collimator
material (usually lead) at a given energy, and w is the
minimum distance through a septum. Hal Anger (1964)
stated that “acceptable images result when the narrow beam
attenuation of gamma rays taking the [shortest septal] path

. is 95% or more.” Although this 5% requirement is
considered standard for collimator designs, Kibby (/2) and
Ostertag et al. (/3) suggest that septal penetration should be
kept below 1-2%.

A typical high-energy, $eneral-purpose, parallel-hole colli-
mator used for imaging '*'I has a minimum path of approxi-
mately 9.6 mm (w). From Equation 1, septal penetration is 4.8%
at 364 keV, 29% at 637 keV and 34% at 723 keV. Even
neglecting gamma rays that scatter in the collimator, there is
considerable flux of higher-energy photons after the collimator.

Equation 1 assumes that all interactions in a collimator are
photoelectric, ignoring the effect of scatter in the collimator.
This is a good approximation for lead at 140 keV, based on
practical imaging experience and results from Monte Carlo
simulations. At 364 keV, however, the absorption probability
(probability of photoelectric absorption, given an interaction) in
lead is 67%; at 723 keV it is only 40%. This means a 723 keV
gamma ray is more likely to Compton scatter in lead than be
absorbed. Equation 1 overestimates the collimation effect at 723
keV because it does not account for scattering. Previous work in
our laboratory indicated that in a typical study at least 20% of
the counts in a 338-389 keV photopeak window result from
higher-energy emissions (/4).

Based on measured and simulated data, we developed a
model of the detected energy spectrum in air (/5). The
measured spectrum from a 662 keV ('*’Cs) source in air is
nearly constant in the 338-389 keV region. We infer that the
high-energy gamma rays (637 keV and 723 keV) that scatter in
the crystal produce a relatively flat spectrum in the 364 keV
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FIGURE 1. Conceptual mode! of the detected '3'l spectrum. The pedestal
represents scatter contributions from the 637 and 723 keV gamma rays.
Primary (364 keV) contributions in the 364-keV regions include scattered and
unscattered events. The cutoff for the low energy region is approximate, but
events detected with energies in this region are not useful for estimating the
scatter distribution in the 364-keV region.

range (Fig. 1). The triangular region just below the 364 keV
photopeak is caused by 364 keV photons, these photons scatter
in the collimator or detector housing. The lower end of the
spectrum results primarily from backscatter and low energy
emissions from '*'I. It is unlikely that data below 240 keV will
provide useful information for estimating scatter in the 364 keV
region. The detected energy spectrum for '*'I in a scattering
medium is qualitatively similar, although detected scatter is
increased relative to the size of the photopeak.

Scatter Corrections

Five different window-based scatter corrections were inves-
tigated. The technique referred to as lower-window subtraction
follows that of Jaszczak et al. (/6). The two dual-photopeak
methods are similar to those described by King et al. (/7). Use
of an upper-energy window to estimate and compensate for
contributions from the higher-energy emissions of '*'I is
described by Pentlow (/8), Pollard et al. (3) and Macey et al.
(9). All reported improved quantitation using upper window
data.

The five window-based correction methods are:

Lower-window subtraction:

(corrected image) = (photopeak image)

— ki, * (lower-window image). Eq.2
Upper-window subtraction:
(corrected image) = (photopeak image)
— ky; + (upper-window image). Eq.3

Upper- and lower-window subtraction:
(corrected image) = (photopeak image)
— ko + (lower-window image)

— ky; + (upper-window image). Eq. 4

Linear dual-photopeak:
(corrected image) = (photopeak image)

| (lower-half image) Ea. S
Kepw upper-half image/ |’ 4
Nonlinear dual-photopeak:
(corrected image) = (photopeak image)
- (lower-half image)”""“‘ Ea 6
%% \upper-half image/ | 4

where photopeak = 338-389 keV, lower = 268-320 keV,
upper = 400-425 keV, lower-half = 338-363 keV, upper-
half = 364-389 keV and klo’ khi’ kd W kdpw' and pdpw =
constants determined with calibration phantoms.

A spectrum-fitting scatter correction algorithm was also
investigated. This method models the detected energy spectrum
as the sum of a Dirac delta function (the photopeak) and a
scatter model spectrum convolved with the energy point-spread
function (EPSF). The EPSF represents the measured camera
response to a source in air. Initial application of this method to
simulated **™Tc images (19), real “™Tc images (20), and real
1311 images (4) were previously presented.

The observed energy spectrum is given by:

g(0) = JK(O, EX(E) dE, Eq.7

where O is the observed energy, E is the true energy, g is the
observed energy function, f is the true energy function and K is
the transfer function representing the scintillation detector
system (21). K is determined at 364 keV from the measured
EPSF (assumed to be spatially invariant) and the width was
assumed to vary as the square-root of the energy.

The observed energy function in the region near the photo-
peak is modeled as the sum of a delta function at the photopeak
and a scatter model spectrum, convolved with the measured
energy response function (2/). The incident scatter spectrum is
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FIGURE 2. Model used in spectrum-fitting routine. The model, a split-
pedestal plus a delta function, is shown before convolution with the scatter
free spectrum shape derived from a point source.
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FIGURE 3. Examples of measured energy spectrum for four spherical sources in an elliptical phantom for four different projections. The spectra are shown
for the tank filled with water and air. The letters are used to identify the four projections (view angles).

modeled as a split pedestal to account for different (relatively
flat) contributions above and below the photopeak (Fig. 2).
Data were binned into 25 sequential 4-keV windows and the
spectrum at each pixel was fit over the range of 315-415 keV.
The fits were performed using a positivity-constrained least
squares method previously described (27). The lower limit was
chosen to minimize contamination by the 284 keV emission and
the upper limit was chosen to be below the upper-level cutoff of
the GE 3000 XC/T used for the experiments. The coefficient of
the delta function returned by the fit provided the estimate of
unscattered (primary) gamma rays at that pixel in the image.

MATERIALS AND METHODS

Collimator

The effects of septal penetration on the energy response were
measured. With the high-energy collimator in place, we acquired
images of “™Tc and '*'I line-sources in air at 0, 5, 10, 15 and 20
cm from the collimator face. The high-energy collimator is
essentially opaque to the ®"Tc gamma rays, so these images
reflect a near-ideal geometric line-spread. The image of the '3'I
line will be degraded by septal penetration, septal scatter, and
backscatter occurring in the detector assembly. The observed
differences in the line-spread functions were attributed to these
effects.

Multiwindow Corrections

A Data Spectrum elliptical phantom (model 2230, Chapel Hill,
NC) was imaged. Three hollow spheres were filled with ''I of
uniform concentration. The phantom was imaged from four direc-
tions as indicated in Figure 3. The phantom data were used to
evaluate the five different window based scatter corrections de-
fined in Equations 2—6.

For these experiments, the “true” activity distribution, N,.,,., was
approximated as

Nirue = Naice ™%, Eq. 8
where N,;; = number of counts in an ROI obtained from the image
taken with no water in the phantom, u = narrow-beam attenuation
coefficient of 364 keV photons in water (0.110 cm™') and x =
distance from sphere center to phantom edge.

We investigated the accuracy of the window-based scatter
corrections by optimizing the correction parameters (e.g., & in the
Compton subtraction method) for each view-angle, as well as with
data from all four view angles combined.

For each individual view, angle the optimization went as
follows:

1. Draw 8 ROIs on each image: 3 source ROIs and 5 large
background ROls.
2. Create a corrected ROI, as in Equation 8.
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FIGURE 4. Examples of Rollo phantom images. ( A) Ideal numerical model
image. (B)Idealumageoonvolvedwrmmeasuredlmespneadhmcbonof
collimator at 20 cm. (C) Measured image with high energy collimator and
338-389 keV energy window. (D) Measured image after scatter comrection
with energy spectrum-fitting algorithm. The rectangular region of interest
defines the area used to generate the profiles for Figure 7.

3. For the source ROIs, subtract the true value from the
corrected ROI total to determine the error.

4. Add the squares of the error.

5. Minimize the sum-squared-error by altering the parameter(s),
such as £, subject to the constraint that the corrected back-
ground ROIs remain positive.

For the combined view-angle data, 12 (=4 X 3) source ROIs and
20 (=4 X 5) background ROIs were used for each optimization.

Spectrum-Fitting Scatter Correction

To test the spectrum-fitting method, a Rollo phantom filled with
185 MBq '*'I was imaged with a GE 3000 XC/T gamma camera
modified to acquire position and energy (xyE) data in list-mode
(22,23). The front face of the Rollo phantom was placed 15 cm
from the front face of the high-energy parallel-hole collimator, so
the center of the Rollo phantom was approximately 20 cm from the
front of the collimator. Data were acquired with 0, 5, 10 and 15 cm
of Lucite between the collimator and the phantom.

The Rollo phantom (24) consists of a 4 X 4 array of 2-in. square
cells with a solid Lucite sphere centered in each cell (Fig. 4A). The
cells vary in thickness and there are four different sphere diameters.
Figure 4B depicts a numerical model of the Rollo phantom
convolved with the measured resolution of an '*'I line source at 20
cm. With the poor spatial resolution of the high-energy collimator,
it is not possible to meaningfully measure the contrast between the
cold spheres and the hot background. Thus, only the average
activity in each square was calculated. To estimate the accuracy of
the various images, we used an error measurement based on the
correlation coefficient, CC, given by:

_ 2= ) — )
V20— P Zly = )2

where x is the number of counts in a pixel of the convolved-ideal
image, y is the number of counts in a pixel of the measured
(corrected) Rollo image, (x) and (y) are average pixel values for
each image, and the sums are over all pixels in each respective
image.

Eq.9

TABLE 1
Comparison of Constants and Associated Errors*

Correction A B (o] D
method Parameter only only only only Combined
Lower window Ko 052 067 0.72 070 0.64
Emor 169 049 370 0.10 115
Upper window K 380 332 344 307 3.07
Emor 114 166 174 3.07 53.1
Upper and Kio -0.06 058 048 0.80 0.54
lower window
Ky 359 064 1.88 —-0.44 0.73
Emor 090 048 356 005 1.0
Linear dual- Kapw 020 024 025 0.33 0.23
photopeak
Error 368 0.78 550 029 138
Nonlinear dual- Kapw’ 025 042 050 045 0.28
photopeak
Papw 222 416 7.73 259 224
Emor 332 047 451 0.19 126

*error = sum of squares error for the optimization x 1076,

Obtained for the multi-window scatter correction applied to spheres in an
elliptical phantom. The parameter abbreviations are defined in the text (Eq.
2-6). The views used to derive the constants (A B, C, D) are defined in Figure
3

The convolved-ideal Rollo image used in the analysis was
noise-free. To estimate the error caused by Poisson counting
statistics, a set of noisy images was created from the convolved-
ideal Rollo data. The level of noise corresponds to the number of
counts in the image, for example, 1, 3 or 5 million total counts with
a 338 to 389 keV window (covering the range of total image counts
seen in typical diagnostic planar '*'I-antibody images of patients).
These noisy images were then compared to the noise-free con-
volved Rollo image using the correlation coefficient measure.

RESULTS

Collimator

As expected, the spatxal resolution determined from proﬁles
across the line-source images was consistently worse for '
than for ®™Tc. On the collimator surface, the ratio of the ‘3'1
full width at half maximum (FWHM) to the *™Tc FWHM was
1.2. The ratio increased as the line source was moved farther
from the collimator reaching a value of 1.35 at 20 cm. This
difference is primarily caused by septal penetration of the ''I
gamma rays.

Window-Based Scatter Corrections

Whole-image energy spectra acquired from each of the four
sides, with and without water in the phantom are seen in Figure
3. The spectra were normalized to match the heights of the
364-keV photopeaks. This facilitates comparison of the relative
amounts of scatter for a deeply buried source (view D) and a
source close to the surface (view B). It is instructive to examine
the energy spectra associated with the ROIs at different loca-
tions in the image. For a ROI centered over a sphere, the
high-energy-scatter pedestal is nearly absent. If the ROI is
placed midway between two spheres, a high-energy pedestal, a
strong Compton region, and a strong photopeak are all seen. For
a ROI placed far away from all of the spheres, the pedestal and
Compton region dominate, although the 364 keV photopeak is
still discernible.

The scale factors for each of the five window-based scatter
corrections are listed in Table 1. The scale factors were
optimized for each view separately and for the combined data.

ENERGY-BASED SCATTER CORRECTIONS ¢ Pollard et al. 2033
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These graphs display the resulting bias
2 3 when the combined-optimization param-

eters (Table 1) are applied to ROIs for
each of the three spheres in the elliptical
phantom (Fig. 3).

Figure 5 shows the bias measured with the window-based
scatter correction applied to ROIs in the three spheres (Fig. 3)
using the parameters based on the combined data.

Spectrum-Fitting Scatter Correction

From the list-mode Rollo image data, images were generated
containing a total of 1, 3 and 5 million counts in a 14% energy
window centered at 364 keV. Unscattered counts were esti-
mated with the split-pedestal model convolved with the EPSF,
and the correlation coefficient error was calculated. The results
are shown in Figure 6 where the error between the real image
and the ideal image (1-CC) is plotted compared with the source
depth. Two different approaches were used to derive the EPSF.
One approach measured the EPSF using a flood source with the
high energy collimator in place. The second fitted a Gaussian
function to the energy spectrum of a point source in air without
a collimator.

When the entire image is used in the correlation coefficient
analysis, there is a large difference observed between the energy
window and spectral fitting approaches (Fig. 6A). Much of this
difference results from the reduction of scatter outside of the
object. The differences are smaller with a ROI placed only
around the Rollo phantom. This better reflects the clinical
problem (Figs. 6B,C,D). The correction improves the images
most in high-count, high-scatter situations, and least for low-
count, low scatter situations. In the “no-scatter” case, the

spectral-fitting bias is greater than or equal to the bias calcu-
lated for the 14% energy window; however, with scattering
material the spectral fitting algorithm produces better results.
Visually, the area of the image outside the Rollo phantom
was signifcantly improved (Figs. 7, 4C,D). Figure 4C shows a
5 M count image of the Rollo phantom with 15 cm of
intervening lucite acquired using a 338-389 keV (14%) energy
window. Figure 4D shows the result of the spectrum-fitting
technique applied to the data in the 315-415 keV range (27%
window). Figure 7 shows profiles through the regions of highest
activity in the Rollo phantom (as indicated in Fig. 4). The
profiles for the three datasets in each plot are normalized to the
lowest activity region. The spectral fitting approach improves
the profiles, but there is still some bias in the data as shown by
the apparent underestimate of the activity in the hottest region.

DISCUSSION

The results from the hot spheres in the elliptical tank lead to
two conclusions. First, septal penetration by 364 keV gamma
rays is significant even at image locations far from the sources.
Second, most of the 637 keV photons detected in the 364 keV
photopeak window contain no useful spatial information. Com-
paring the multiwindow techniques (Table 1), we find that when
the combined parameters were applied to a single view,
quantitation errors ranged from —7% to +20%. Uncorrected
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photopeak windows were always high, typically by +20% to
+50%. Thus, while the multiwindow approaches provided
better quantitative data than simple energy windowing, the
errors were still large and dependent on source position.

The spectrum-fitting approach improved image quality in all
cases examined. The spectrum-fitting routine is capable of
removing counts from areas containing no activity, and the cells
of the Rollo phantom appear better differentiated. Spectrum-
fitting, however, did not improve quantitation in low-count,
low-scatter situations (e.g., 1,000,000 count equivalent image
with 5 cm of Lucite).

In high-scatter situations (the usual case in clinical imaging),
the spectrum-fitting routine improves quantitation and contrast.
Although the split-pedestal model used in the spectrum-fitting
routine may be too simple to accurately reflect the incident
spectrum, increasing the number of model components (basis
functions) increases the number of coefficients that need to be
estimated. These estimates will be subject to greater variance.
Given the limited information available in nuclear medicine
image data, there is an inherent trade-off between model
accuracy (bias) and noise (variance) in the final images.

The 315-415-keV energy range used for the spectrum-fitting
method may not be optimal. It was chosen to be as wide as
possible. Below 315 keV, the 284-keV emission contributes to
the spectrum. The upper limit was determined by the upper-
level discriminator on the GE 3000 XC/T; however, 415 keV is
probably close to the window’s upper limit because the Comp-
ton-edge of the 637 keV emissions occurs at 455 keV. At
energies near the Compton-edge, the flat pedestal model would

be less accurate. It is possible to change the energy range of the
GE Starcam systems (25) and we plan to pursue '*'I studies
with a higher upper energy cutoff.

We are re-examining the behavior of our spectrum-fitting
model with simulated data. We believe improvements in the
model may be obtained by optimizing the observation window
size, optimizing the bin-size in the observation window, im-
proving the incident-spectrum (scatter) model, and using a
spatially variant EPSF.

We also wish to determine the minimum number of energy
bins that are needed. In a practical implementation of the
spectrum-fitting approach, the use of list mode data would be
cumbersome. Implementing a multiple energy window acquisi-
ton (an image for each window) and immediately processing the
data after acquisition would be preferable. Thus, reducing the
number of windows needed from the 25 used here would be
desirable.

The software needed for performing the spectrum-fitting and
subsequent scatter correction was written in Fortran 77. The
code to bin the list mode 256 X 256 X 25 (xyE) histograms
required 4 min for the equivalent of a S-million event image in
a 14% energy window. The spectrum-fitting and subsquent
formation of the final 256 X 256 image took 3 min. All
computations were performed on a Data General AviiON 6200
series UNIX system running at 25 MHz.

CONCLUSION
We presented a comparison of multiwindow scatter ap-
proaches applied to '*'I filled spheres in an elliptical phantom.

ENERGY-BASED ScATTER CORRECTIONS * Pollard et al. 2035
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FIGURE 7. Profiles for the region of interest defined in Figure 4. The plots
depict curves for a simple energy window (338-389 keV), scatter-comrected
images using the spectrum-fitting model discussed in the text (flood EPSF),
and the computer generated idealized phantom (Fig. 4B). (A) Results for 1
million counts in the image. (B) Results for 3 million counts. (C) Results for 5
million counts.

We also presented a scatter correction based on fitting the
energy spectra at each pixel that was evaluated with a series of
Rollo phantom images. While the spectrum-fitting approach
improved quantitation in high-scatter situations, it still requires
further development to reach our quantitative target in all parts
of an image.

Optimizing the spectrum-fitting model and the fitting param-
eters may improve results in low-count, low-scatter situations.
In particular, modifying an adaptive fitting approach recently
proposed for 9°mT¢ and 2°'Tl (26) may improve performance
for '*'1. Also, the spectrum-fitting approach used for the data in
this article assumed that the photopeak position was spatially

invariant. From previous work, we know that the photopeak
position in the camera used for this study varies by approxi-
mately * 3 keV at different spatial locations. Recent work with
99™T¢ has shown that accounting for the spatial dependence of
photopeak position improves performance and similar results
may be obtained with "'

We are continuing to improve the spectrum-fitting approach.
We have modified two of our scintillation cameras to acquire
list mode data for '>'I antibody studies. The results obtained
thus far indicate that the spectrum-fitting approach results in
less bias than other scatter correction schemes. In addition, the
spectrum-fitting routine does not require phantom-based cali-
bration factors. The EPSF and the spatial map of photopeak
positions can be obtained during the normal energy calibration
procedure used for most scintillation cameras. There are no
further adjustments, phantom measurements, or other parameter
changes regardless of the size of the patient or the distribution
of the isotope. With further improvements in the spectrum-
fitting approach outlined above, we hope to achieve our 5% bias
goal and begin using this technique routinely in our '*'I patient
scans.
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Comparison of Continuous Step-and-Shoot versus
Step-and-Shoot Acquisition SPECT

ZongJian Cao, Christophe Maunoury, Charles C. Chen and Lawrence E. Holder
Department of Diagnostic Radiology and the Cancer Center, University of Maryland Medical Center, Baltimore, Maryland

This study compared the quality of SPECT images obtained with
step-and-shoot mode (SSM) and continuous step-and-shoot mode
(CSSM). Methods: Computer simulations of SSM and CSSM were
performed with a two-dimensional Shepp-Logan head phantom
and a high-resolution parallel-hole collimator. The effects of noise
and photon attenuation were examined. Results: Without noise and
without attenuation, small structures in reconstructed images ob-
tained using fast CSSM (less than 4 sec per view plus the moving
time from one view to the next) were slightly blurred and rotated in
the opposite direction of detector motion. With both noise and
attenuation, these artifacts were not visible, and the image quality
obtained from CSSM, especially from fast CSSM, was improved as
compared to that resulting from the corresponding SSM due to the
increasing number of counts. The improvement of image quality
became less significant with increasing acquisition time and in the
presence of attenuation. Conclusion: For fast SPECT, CSSM pro-
vided better image quality than the corresponding SSM, especially
when attenuation effects were not present. For relatively long time
SPECT without attenuation compensation that is typical for clinical
studies, the image quality of CSSM was similar to that of SSM.
Key Words: SPECT; step-and-shoot; continuous acquisition
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nere are three modes of SPECT acquisition: step-and-shoot,
continuous and continuous step-and-shoot. In the step-and-
shoot mode (SSM), projection data are acquired only when the
detector is stationary at sequential views. In the continuous
mode (CM), data are acquired as the detector moves continu-
ously. In the continuous step-and-shoot mode (CSSM), data are
acquired both when the detector is stationary and when the
detector moves from one view to the next. Bieszk and Hawman
compared CM and SSM using simulation with an ideal pencil-
beam collimator and using phantom studies with an ultra-high
resolution collimator. They suggested that CSSM might have
the sensitivity of CM, but with resolution approaching that of
SSM (7). A clinical application of CSSM has also been reported
(2). The purpose of our study was to compare the image quality
and identify the strengths and weaknesses of CSSM versus
SSM.

MATERIALS AND METHODS

The two-dimensional Shepp-Logan head phantom (3) used in
this study was composed of six elliptical structures with different
positions, orientations, sizes and activities (Table 1). To isolate the
effects of detector motion in CSSM, statistical noise and photon
attenuation, simulations were performed without noise and without
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ogy, University of Maryland Medical Center, 22 South Greene St., Baltimore, MD 21201.

attenuation, with noise and without attenuation, and with noise and
with attenuation. A high-resolution collimator was used in the
simulations. The data were acquired with 64 views over 360° and
with an array of 64 pixels at each view. The time needed to move
the detector from one view to the next was set to 4 sec which is
typical for most commercial SPECT systems. For SSM, the
acquisition times were chosen to be 25, 15, 4 and 1 sec per view.
For CSSM, the acquisition time was equal to the SSM time-per-
view plus the moving time of the detector, so the corresponding
acquisition times were 25 + 4, 15 + 4,4 + 4 and 1 + 4 sec,
respectively.

To simulate continuous acquisition between two adjacent views,
the angle between the two views was divided into a number of
intervals. The detector stopped and acquired data at the center of
each interval. The discrete acquisition mode becomes more con-
tinuous with increasing number of intervals. In this study, 8, 16 and
24 intervals were tried for 1 + 4-sec CSSM, and little difference
was found among the images visually and quantitatively. There-
fore, eight intervals were used to decrease processing time. The
projection data were acquired at the midpoint of each interval (the
dots in Fig. 1) for 0.5 sec. The angular positions of these midpoints
were

+ 5.625°
Pi 16

5.625°-3

+ 5.625°+15
> @i 6 "

16

.,and ¢; +

where ¢, and ¢, ., were the angular positions of two adjacent views
and the angle between ¢; and ¢, , was 5.625° (=360°/64 views).

TABLE 1
Geometric Parameters Used for the Ellipses in the Two-
Dimensional Shepp-Logan-Head Phantom

Position of Vertical Activity

Semiaxes center angle® weight'

Ellipse aand b (cm) x and y (cm) © (1/cm)
1 a=1156,b=1475 x= 0, y= 0 0 2
2 a=1100,b=1412 x= 0, y= 025 0 -1
3 a= 269,b= 612 x=-356, y= 0 -18 -1
4 a= 212,b= 475 x= 356, y= 0 18 -1
5§ a= 375,b= 406 x= 0, y= 175 0 1
6 a= 062,b= 062 x= 0, y = —-875 0 2

“The vertical angle is defined as the angle between the vertical direction
and the long axis of an ellipse.

TThe activity weight of Ellipse 2 is relative to that of Ellipse 1 and the
activity weights of Ellipses 3, 4, 5 and 6 are relative to that of Ellipse 2. For
example, the activity of Ellipse 2 is 1 (=2 — 1) and the activity of Ellipse 3 is
0 (=1 — 1). The expression is mathematically convenient for computing the
sum of activity along an intersecting ray.
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