
distribution of FDG in the myocardium was observed in fasting
and severe hyperglycÃ©mie states. FDG uptake by skeletal
muscles showed a pattern similar to that of the myocardium.
Understanding of these FDG uptake characteristics and their
dependence on blood glucose is helpful in interpreting myocar-
dial FDG-PET scans.
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Derivation of Input Function from FDG-PET
Studies in Small Hearts
Hsiao-Ming Wu, Sung-Cheng Huang, Vivekanand Aliada, Peter J. Wolfenden, Heinrich R. Scheiben,
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Division of Nuclear Medicine and Biophysics, Department of Molecular and Medical Pharmacology, Laboratory of Structural
Biology and Molecular Medicine; and Division of Cardiology, Department of Pediatrics, University of California at
Los Angeles, School of Medicine, Los Angeles, California

The extraction of pure arterial time-activity curves (TACs) from
dynamic PET images of a small animal heart using factor analysis of
dynamic structures (FADS) was found to be unsuccessful due to the
small size of the cardiac chamber that causes extensive mixture of
TACs of different structures. Methods: In this study, we used digital
phantoms of the left ventricle (LV cavity size: 1-2 cm) and small
monkey (LV cavity size: ~ 2 cm) dynamic FDG PET studies to
evaluate FADS for extracting the pure blood-pool TACs by adding a
single blood sample (taken at a late scan time) constraint. Results:
In the digital phantom studies, spillover fractions in the extracted
blood-pool TACs using FADS without a blood sample constraint
(FADS(-)) and with a blood sample constraint (FADS(+)) were 3%-

Received July 10, 1995; revision accepted Feb. 28, 1996.
For correspondence or reprints contact: Sung-Cheng Huang D.Sc., Division of

Nuclear Medicine and Biophysics, Department of Molecular and Medical Pharmacol
ogy, UCLA School of Medicine, 10833 Le Conte Ave., Los Angeles, Ã‡A90095-6948.

91% and < 3%, respectively. In the monkey studies (n = 4),
FADS(+) extracted blood-pool TACs matched well with the arteri-
alized well counter measurements (% differences of curve integra
tion: FADS(-) < 82%; FADS(+) < 9%). The microparameters (K;,
kj, kg, k^) and macroparameters (K^), obtained from the FADS(+)
blood-pool TACs, were similar to those obtained from plasma
samples in a three-compartment model fitting (% differences of K^,.:
phantom studies < 5%; monkey studies < 9%). Conclusion: The
FADS technique with a single-blood sample has the potential to
extract the pure blood-pool TACs directly from dynamic PET images
of a small animal without multiple blood sampling, region of interest
definition or spillover correction.

Key Words: factor analysis;blood-pool time-activity curve extrac
tion; PET; fluorine-18-FDG
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Ahe feasibility of extracting pure arterial time-activity curves
(TACs) from human adult dynamic 2-['8F]fluoro-2-deoxy-D-

glucose (FDG) PET images using factor analysis of dynamic
structures (FADS) was demonstrated in a previous study (7).
However, our study in dynamic PET images of a small animal
heart showed that the separation of the pure arterial TAC using
FADS was unsuccessful due to the small size of the cardiac
chamber that causes extensive mixture of TACs of different
structures.

As described by Barber and Di Paola et al., the kinetics of n
factors were searched as n apex points on an n-1 factorial
subspace within a positivity area (2,3). The estimation of the
apex points [i.e., B matrix in FADS algorithm; for detail, see Di
Paola et al. (3)] was done through an iterative algorithm and
weighted toward dixels (TAC on a pixel basis) with little or no
contribution from other dynamic structures. Therefore, dixels
lacking pure physiological factors due to limits in image
resolution or coarse image resampling may cause errors in the
estimation of n physiological factors in small objects (7). Due to
this limitation, we studied further improvement in FADS, as it
is applied to small hearts.

This study was confined to FADS of n = 2 physiological
factors. If a dynamic sequence contains two well-separated
structures (e.g., ventricular cavity and myocardial wall) which
are defined by two different kinetics (e.g., ventricular blood-
pool and myocardial tissue TACs), then the two physiological
factors can be estimated using FADS by finding two extreme
points on a one-dimensional factorial subspace as described by
Barber et al. (2). However, if limited PET scanner resolutions
cause extensive mixing of the TACs of the two structures (i.e.,
no pure dixels), the extreme points estimated by FADS may be
two points which are located somewhere between the true
endpoints along the one-dimensional factorial subspace. The
present study evaluates a method to iteratively adjust the apex
points from FADS outwardly so that the new FADS blood-pool
TACs are under an additional constraint (i.e., a blood sample
count at a late scan time). We hypothesize that on digital
phantoms of LV and monkey FDG PET dynamic studies, the
accuracy of FADS blood-pool TACs can be improved using
FADS with a blood sample constraint (FADS(+)). Further
more, the effect of error in the estimation of the input function
on quantitative parameters of FDG studies is minimal.

MATERIALS AND METHODS

FADS With and Without Blood Sample Constraints
Figure 1 depicts the procedures we used in FADS techniques

with and without a blood sample constraint. The procedures used to
estimate the FADS blood-pool TAC without a blood sample
constraint (FADS(-)) was described in detail in a previous study
(7). The estimation of the first B matrix was described in detail by
Di Paola et al. (3). After generating the FADS(-) blood-pool TAC
(i.e., the FADS blood-pool TAC obtained from the first B matrix of
Fig. 1, which met the positivity constraints only), the FADS(-)
blood-pool TAC was compared to the blood sample constraint. The
iterations for adjusting the value in the B matrix (with smallest step
size = 0.0001) continued until the FADS(+) blood-pool TAC (i.e.,
the FADS blood-pool TAC that met the blood sample constraint
and the positivity constraints) was found. In each B matrix
iteration, only the apex corresponding to the blood-pool TAC was
adjusted (i.e., adjust the FADS estimated apex point outward along
the one-dimensional factorial subspace). The apex corresponding
to the myocardial tissue factor was fixed at the same value from the
first B matrix iteration.

original dynamic images ( N, x NÂ¡x n )

masked dynamic images ( N2x N2x n )

data preprocessingI

64 dixels

I principal component analysis

principal component (n x l )

X oblique axis rotation with positivity constraints

B matrix (2 x 2) -^ -

normalized factors ( n x 2 )

I
myocardial factor

I

!
blood factor-I

j factor images computation

FADS (-) factor images (32x32x2)

I i
myocardial image blood pool image

scale factor determination I

scale factor
partial volume effect correction I (~

FADS(-) blood pool TAC

Â£

predicted <
observed for
blood sample

constraint

I yes

FADS(+) blood pool TAC

FIGURE 1. Flowchart of FADS technique with and without a single blood
sample constraint. FADS(-) blood-pool TAC is obtained after the first iteration
of B matrix. FADS(+) blood-pool TAG is obtained after B matrix iterations and

meet the blood sample constraint.

Digital Phantom Studies
Dynamic 65-min animal PET scans of left ventricle were

simulated: 24 frames with nine 10-sec, seven 30-sec, two 300-sec
and six 500-sec scans, respectively. These dynamic phantoms were
forward projected to sinograms (32 linear samples; 2 mm/pixel; 3.3
mm/plane; 80 angles) of two digital phantoms (I and II). Each
phantom was constructed based on two slightly eccentric ellipses
of different sizes (configuration is shown in Fig. 2) but similar to
the heart sizes (cavity size and tissue thickness) found in the
monkey studies (Tables 1, 2). The kinetics of the LV blood pool
and myocardium were simulated using an arterial plasma TAC
from a monkey study and a myocardial tissue TAC (Fig. 3A)
mathematically derived from a three-compartment FDG model
with rate constants from a human volunteer (K* = 0.41 ml/min/g,
k* = 0.63 min"1, k* = 0.10 min"1 and kj = 0.0032 min"1). For

each phantom, three dynamic sinograms were simulated: LV
blood-pool activities alone; myocardial tissue activities alone; and
both LV blood-pool and tissue activities. The sinograms were
smoothed in both the in-plane and axial directions (4.4 and 3.3 mm
FWHM, respectively). Poisson noise equivalent to a 106 cts/scan
was added to each sinogram. Short-axis images were reconstructed
into a 32 X 32 matrix (2 mm/pixel), with a 3.3-mm plane
separation. These images were reconstructed to yield in-plane and
axial spatial resolutions comparable to those of current PET
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TABLE 2
Data for Monkeys Who Had FDG-PET Studies

FIGURE 2. Configurationsof LV digital phantom. Digitalphantom sizes (A, B,
C, D, and D2)are listed in Table 1. Short-axis LV images were reconstructed

from the lower half of the two ellipses.

scanners (4.4 and 3.3 mm FWHM, respectively). In this study, only
three image planes were evaluated: plane Ia and plane Ib from
phantom I; plane IIa from phantom II (sizes are listed in Table 1).
FADS techniques, with or without a blood sample constraint
(counts of the blood sample taken at 35.8 min, which is equivalent
to the midscan time of frame 21 in dynamic sequence), were then
applied to the dynamic images to evaluate the performance of the
algorithms (Fig. 1). Due to partial volume effects, the magnitude of
the FADS blood-pool TACs of plane Ib and plane IIa were
corrected with recovery coefficients (plane Ib: 0.80; plane IIa: 0.78,
which were calculated from the ratio of counts in the pure
blood-pool simulations and true plasma counts) before comparing
to the blood sample counts in each B matrix iteration (Fig. 1).

Monkey FDG-PET Studies
Four FDG-PET dynamic studies were performed in four mon

keys (weight range: 2.3-5.8 kg; mean left ventricular dimension:
14.9-18.5 mm) (Table 2). Myocardial dimensions (wall thickness
and cavity size) were determined with m-MODE echocardiogram
using an ACUSÃ“N 128 (Mountain View, CA) and a 7.5-MHz
transducer. All the monkeys were fasting. After intravenous injec
tion of FDG (mean dose = 6.7 mCi), dynamic images were
obtained with an animal PET scanner. The dynamic sequence
consisted of nine 10-sec, seven 30-sec, two 300-sec and three
500-sec scans for a total scan time of 40 min. Photon attenuation
was corrected with a 20-min transmission scan using a 68Ge/68Ga

external ring source. The 128 X 128 transaxial images (3.4 mm
thick) were reconstructed using a Shepp-Logan filter with a cutoff
frequency of 0.5 Nyquist frequency, resulting in an in-plane spatial
resolution of ~ 4.4 mm FWHM. The 15 contiguous transaxial

images of each study were then reoriented into six left ventricular

TABLE 1
Sizes of Left Ventricle and Short-Axis Images Digital Phantoms

A (mm) B (mm) C (mm) D, (mm) D2 (mm)

Phantom1Phantom
IIPlane

lafPlane
lbfPlane

llaf20*10*2012.8104.0*1.7*4.06.81.74.4*1.8*4.47.21.856.8*27.0*40*20*

These values were measured at the center of each ellipse. Therefore, the
chamber sizes and thicknesses of myocardium in different short-axis Â¡mages

may differ from these values (e.g., plane y.
tPlane thickness: 3.3 mm.

Monkey Age Weight
no. (days) Sex (kg)

LV chamber
(mm)* LV walls (mm)*

EDT EST Septum Lateral

1234139428084621262MFMM5.755.302.305.5021.621.518.020.315.315.511.714.72.92.32.33.92.82.42.44.4

â€¢Measuredby echocardiogram.

TEd = end-diastolic; ES = end-systolic.

short-axis images as described previously (4). The short-axis
dynamic images of a midventricular plane (plane 3 of the six
contiguous short-axis images in each study) were submitted to the
FADS with or without a blood sample constraint. Dixel sizes for
Monkeys 1 and 2 were 31.2 mm" and 7.8 mm" for Monkeys 3 and
4. The blood sample was taken ~ 27.5 min after FDG injection,
which is the midscan-time of frame 20 in the dynamic sequences.
The first two factors, which accounted for â€”75%(or greater) of

total variance, were extracted. In addition, the arterial bloods
samples were taken at ~30-sec intervals over the first 4 min and at

progressively lengthening intervals for the remaining duration of
the scan (~ 20 samples/40-min study).

Validation of the FADS Blood-Pool TACs
To validate the replacement of blood sampling with FADS

generated blood-pool TACs, we compared the FADS blood-pool
TACs with arterial plasma samples and a region of interest (ROI)
generated LV blood-pool TACs. The accuracy of blood TACs was
also evaluated by using the different blood TACs as input functions
to estimate the glucose metabolic rate constant, macroparameter
K(ml/min/g), using a three-compartment FDG model (5,6) or
Patlak graphical analysis (7). A blood volume term was included in
the three-compartment model (8).

Sensitivity of the quantitative glucose metabolic estimates to
error in the counts of the single blood sample constraint was
evaluated by adding Â±2%, 5%, 10%, 15% and 20% of errors to the
blood sample count. The FADS( + ) blood-pool TACs were derived

1.4

1.2

0.8

0.6

0.4

0.2

O
1.4

1.2

l

Â°-4
" 0.2

B

O 10 20 30 40 50 60 O 10 20 30 40 50 60

time (min) time (min)

FIGURE 3. (A) Plasma samples (solid circles) and simulated myocardial
tissue TAC (line) which were used to generate the dynamic phantom
sinograms. (B, C, D) ROI-derived LV blood-pool (solid circles; ROI ~ 3 mm2)
and tissue (line; ROI â€”15 mm2) TACs from the three dynamic short-axis

images of digital phantoms ((B) plane la; (C) plane lb; (D) plane lla; sizes are
listed in Table 1).
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from the dynamic phantom images IIa and the blood sample
constraint using different errors (Â±0%-20%). The integrated blood
TAC, Kâ€žlr(ml/min/g), Kpal(ml/min/g), using the FADS(+) blood-
pool TACs were then compared to those obtained using the true
plasma curve as the input function.

RESULTS

Digital Phantom Studies
Figure 3B-D shows the ROI-derived blood-pool and tissue

TACs (blood-pool ROI ~ 3 mm2; tissue ROI ~ 15 mm2) from

planes Ia Ib and IIa from the digital phantoms of various sizes
which contain ventricular blood-pool and myocardial tissue
activities (Table 1). For a smaller cardiac chamber (i.e., planes
Ib and IIa, Fig. 3C, D), the blood-pool TACs had lower counts
at the peaks due to partial volume effects and higher counts at
the tails due to the myocardial tissue spillover activities. The
point-to-point percent differences of ROI-derived blood-pool
TACs compared to the true plasma TAC were calculated. More
than 50% spillover fractions [calculated as ((LV blood-pool
count â€”plasma count)/plasma count) â€¢100%] existed when mid-
scan-times were larger than 35 min in image sequences of planes
Ib and IIa. The ROI-derived myocardial tissue TACs (Fig. 3B, C
and D from phantom image planes Ia Ib and Ha, respectively) had
lower counts and an earlier peak, which were different from those
in the original myocardial tissue TAC (Fig. 3A) due to partial
volume effects and blood-pool spillover activities.

Figures 4A-C show the FADS(-) and FADS( + ) blood-pool
TACs extracted from phantom images Ia Ib and IIa, respec
tively. For a large cardiac chamber, both the FADS(-) and
FADS ( + ) blood-pool TACs (plane Ia, Fig. 4A) were similar to
the true plasma input function. However, the FADS(-) blood-
pool TACs contained large amounts of myocardial spillover
activities when cardiac chambers were small relative to the
image resolution (planes Ib and IIa, Figs. 4B and C). The
average percent spillover activity (from 5-65 min) of FADS(-)
blood-pool TACs from plane Ia, plane Ib, plane IIa are ~3%,
~91% and ~ 55%, respectively. However, the average percent
spillovers (from 5-65 min) in the FADS(+) blood-pool TACs
from plane Ia, plane Ib, plane IIa are ~3%, ~1% and â€”2%,

respectively. Table 3 shows the quantitative estimates of myo
cardial glucose metabolism using the plasma curve and
FADS( + ) blood-pool TACs as the input function. Integrated
from 0 to 65 min and compared to the area under the plasma
curve, the FADS(+) blood-pool TACs had errors of <2%. The
microparameters (K*, k*, k*, k*) and macroparameters (Knlr or
Kpat), obtained by using the FADS(+) blood-pool TACs, were
similar to those obtained by using the plasma curve in a
three-compartment model fitting (5,6) or Patlak graphical anal
ysis (7) (% differences: Kâ€žlr< 5%; Kpa, < 3%).

The study of error (Â±0%-20% counts) in the FADS(+)
blood sample constraint showed that the errors in glucose
metabolic rate constants, Kâ€ž,rand Kpat, were nonlinearly pro
portional to the magnitudes of the errors in the blood sample
constraint. When ^5% of errors were added to the count of the
blood sample constraint, the errors of the blood curve areas, the
Kâ€žlrand Kpat estimates were within 3%, 4% and 4%, respectively.

Monkey FDG-PET Studies
Figure 5 shows the ROI (3-6 mm2)-derived LV blood-pool

TACs, the FADS(-) and FADS(+) blood-pool TACs extracted
from the three monkey dynamic FDG-PET images (results of
Monkey 1 were similar to Monkey 2). These LV blood-pool
TACs were noisy with or without myocardial spillover activi
ties (average % differences compared with arterial blood
samples from 5 to 40 min: â€”7%Monkey 1; â€”3%Monkey 2;

10 20 30 40 50 60

time (min)

FIGURE 4. Comparison of the plasma curve (solid circles)with the FADS(-)
(line with dots) and FADS(+) (line) blood-pool TACs extracted from the three

dynamic phantom images ((A) plane la; (B) plane lb; (C) plane IIJ.

~ 89% Monkey 3; -100% Monkey 4). When there was no or

little myocardial uptake (e.g., Monkey 2 or Monkey 1) (Fig.
5A), the FADS(-) blood-pool TAC was similar to the plasma
curve (average % differences compared with plasma samples
from 5 to 40 min: â€”7%Monkey 1; â€”6%Monkey 2). These

results show that a blood sample constraint may not be
necessary for FADS to extract the pure blood-pool TAC when
there is very little myocardial tissue activity present in the
original images. However, when myocardial uptakes were
relatively high, the FADS(-) blood-pool TACs contained large
amounts of spillover from myocardial activities (% differences:
-37% Monkey 3; -82% Monkey 4) (Figs. 5B, C). When a
blood sample constraint was added, the FADS(+) blood-pool
TAC improved and had less spillover activity (% differences:
-9% Monkey 3; -2% Monkey 4).

Table 3 shows the quantitative estimates of myocardial
glucose metabolism using plasma samples and FADS(+)
blood-pool TACs as input functions in the monkey studies. The
myocardial tissue TAC of each monkey study was generated
from a myocardial tissue ROI and the short-axis dynamic
images. Since there was minimal myocardial uptake in Mon
keys 1 and 2, only the data from Monkeys 3 and 4 were
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TABLE 3
Quantitative Estimates of Myocardial Glucose Metabolism Using FADS(+) Blood-Pool TACs or Plasma Curve as the Input Function in

Phantom and Monkey Studies

PlanelaPlane
lbPlane
llaMonkey

3sMonkey

4Â§Input

functionPlasmaFADS(+)

TAGFADS(+)
TACFADS(+)
TACPlasmaFADS(+)

TACPlasmaFADS(+)

TACCurve

integration31.000.980.981.001.001.041.001.04K;(ml/min/g)0.410.420.440.43K;(min-1)0.630.630.640.64ka(min-1)0.100.100.100.100.090.100.320.27K;(min-1)0.0030.0030.0040.0040.00.0030.0250.022K,/(ml/min/g)0.05620.05730.05870.05760.0220.0230.2360.217Kpa,*(ml/min/g)0.05180.05320.05310.05210.0220.0220.1460.143

+ l%).tMacroparameter, K, estimated from a three-compartment model (7-10); K,,,, = K,*â€¢

*Macroparameter, K, estimated from Patlak graphical analysis (9).
^Tissue curves were generated from a myocardial tissue ROI and the short-axis dynamic sequence.
aRatio of areas under the FADS(+) blood-pool TACs and plasma curve; integration time: phantom study: from 0 to 65 min; monkey study: from 0 to 40

mm.

estimated. The integrated area (0-65 min) using the FADS(+)
blood-pool TACs had a <4% difference compared to the area
under the arterial plasma curve. The microparameters (e.g., kf

10 15 20 Z5 30 35 40

time (min)

RGURE 5. Comparison of the plasma samples (solid circles) with ROI-
derived LV blood-pool TACs (dash line, ROI 3-6 mm2), the FADS(-) (line with
dots) and FADS(+) (line) blood-pool TACs extracted from the monkey FDG
PET dynamic studies ((A) Monkey 2; (B) Monkey 3; (C) Monkey 4).

and k*) were more sensitive to the input functions. The

macroparameters, Knlr and Kpat, estimated using the FADS( + )
blood-pool TACs and the plasma curve had differences <9%
and <3%, respectively.

DISCUSSION
Quantitative FDG-PET studies performed in animals serve as

an important model for evaluating the kinetics of human
glucose metabolism. The LV blood-pool TACs may contain
large amounts of spillover activities from the adjacent structures
(e.g., myocardial tissue activity) due to the limited image
resolution relative to the small animal hearts. Therefore, the
quantitative estimates obtained by using the ROI-derived LV
blood-pool TACs as input functions may not be reliable.

One of the limitations of the FADS technique in extracting
pure blood-pool TACs in dynamic PET studies of relatively
small cardiac chambers is the need for a pure blood-pool dixel
in the dynamic image sequence. In addition, the image con
densing procedure (i.e., increased dixel area) was often per
formed in the FADS techniques to improve the signal-to-noise
ratio and to decrease the computation time. In our monkey
studies, it took 10-30 sec when 64 dixels were submitted to the
FADS for a two-factor extraction (MATLABK implemented on
a SPARC* 10 SUN workstation). Therefore, the absence of a

pure dixel in the original dynamic sequence or very coarse
resampling relative to the image resolution may cause errors in
the estimation of physiological factors. Similar errors were
found in scintigraphic dynamic studies, and refinements of
FADS techniques have been proposed (9-11). These methods
used an additional constraint in the form of a compartmental
model to determine a specific physiological factor for a struc
ture of interest. The limitations of this method are the avail
ability of a reliable theoretical model to describe a particular
structure in the study and the ability to estimate only one
physiological factor (//).

Other investigators have estimated myocardial spillover ac
tivities in blood-pool TACs with a method that uses the
crosstalk of activities from one or two dimensions within the
planar image (12). This method did not account for spillover
activities from the axial direction. For a small heart and a
limited axial resolution, the spillover activity due to the overlap
of blood-pool and myocardium may not be ignored. Since
FADS assumes that the signal measured at each dixel is a
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weighted sum of the underlying kinetics, it is not limited by the
source(s) of the spillover activities.

This study shows that if the cardiac chamber is large (e.g.,
> 2 cm) and if there is no myocardial uptake, a blood-pool TAC
similar to the plasma samples could be found near the center of
the LV chamber without additional correction (Figs. 4A and
5A). However, even though the LV sizes (~ 2 cm) were not
extremely small compared to the scanner resolution (FWHM ~

4.4 mm), various error sources and significant myocardial
uptake caused the extraction of the pure blood-pool TACs from
FADS to be unsuccessful (Figs. 4B, 4C, 5B, 5C). The errors
included heart movements, limited in-plane and axial scanner
resolutions, noise and high FDG uptake in the surrounding
tissues, etc. The results in this study validated the reliability and
accuracy of FADS( + ) blood-pool TACs obtained from small
hearts (e.g., LV size 1-2 cm diameter) (Table 3; Figs. 4B, 4C,
5B and 5C). Although improvement of FADS( + ) myocardial
tissue factors were not considered and remained the same as
FADS(-) myocardial tissue factors in the method (for detail, see
Materials and Methods), the results showed that FADS( + )
blood-pool TACs were improved and accurate enough for use
as input functions. Furthermore, the arterial blood sample used
in this study may ultimately be replaced by a hand-warmed venous
blood sample if the counts are similar at late scan times (5).

Since only a single-blood sample was used as a constraint to
evaluate the entire blood curve, there are factors that could
affect the accuracy of FADS( + ) blood-pool TACs. These
factors include errors in blood sample counts, noise and partial
volume effects in the dynamic sequences. The phantom study
showed that the FADS( + ) method was not sensitive to errors in
the blood sample counts. If there were <5% of errors in the

blood sample counts, the errors of the Knir and Kpal estimates
were ^4%. In the program we implemented, we smoothed the
FADS blood-pool TAC at the last five time points in each B
matrix iteration (Fig. 1) before comparing to the blood sample
constraint. This procedure could minimize the noise or errors in
the dynamic images. The errors might be due to movement at a
particular scan time (i.e., at the time the blood sample was
taken). Furthermore, if the cardiac chamber is small relative to
the image resolution (e.g., the cardiac chamber is smaller than
2 FWHM of the scanner resolution), partial volume effects may
decrease the counts in the image (13). Therefore, the counts in
the FADS blood-pool TAC were corrected for partial volume
effects (e.g., planes Ih and II., of the phantom studies, Materials
and Methods) before comparing to the blood sample counts.
Correlation and registration of PET results with anatomic
imaging modalities such as MRI and CT will permit direct
measurements of the recovery coefficients (the fraction of true
counts recovered in a given ROI) (14). Furthermore, if PET and
MR images are acquired in gated mode, lessened effects of
heart movement may increase the accuracy of the FADS
technique. Since the cardiac chambers of the monkeys in this
study were relatively large (~ 2 cm, which is comparable to the

chamber size of plane Ia of the phantom study), the partial
volume effect corrections were ignored in the monkey studies.

The results showed that the FADS( + ) blood-pool TAC were
sufficiently accurate to replace the plasma curves in the quan
titative studies (Fig. 5, Table 3). Because of whole blood
activities in FADS blood-pool TACs, the FADS technique is
suitable as long as there is a fixed ratio of tracer concentration
between whole blood and plasma. However, if FDG metabo
lism is found in the blood cells, metabolite correction in blood
needs to be considered.

CONCLUSION
We have demonstrated that a single-blood sample constraint

improved the accuracy of the FADS technique in extracting a
pure blood-pool TAC for dynamic PET studies that have large
spillover problems. Therefore, the FADS technique with a
blood sample can potentially extract pure blood-pool TACs
directly from dynamic PET images of a small animal without
multiple blood samples, ROI definition or spillover correction.
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