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We developed a completely automatic technique to reorient tran-
saxial images into short-axis (oblique) myocardial perfusion
SPECT images. Methods: The algorithm starts by isolating
(segmenting) the left ventricle (LV) myocardium using a combi-
nation of iterative clusterification and rule-based location/size/
shape criteria. The three-dimensional, mid-myocardial LV sur-
face is initially estimated as the locus of the trilinearly interpolated
maxima for the count profiles originating from the center of mass
of the segmented LV. The final mid-myocardial surface is ob-
tained by iteratively applying this process, incorporating addi-
tional constraints of shape and texture and using the nonseg-
mented, nonthresholded transaxial image to obtain information
on hypoperfused areas of the myocardium. It is then fitted to an
ellipsoid, of which the major axis is assumed to represent the
long axis of the LV, and the three-dimensional image volume is
resliced perpendicularly to it. Results: The algorithm was retro-
spectively applied to 400 dual-isotope studies (200 rest 2°'T1,
200 stress *®™Tc-sestamibi) from 200 consecutive patients.
Segmentation was successful in 394/400 (98.5%) of the pa-
tients. The reproducibility of computer-based reorientation was
perfect and significantly better than either intraobserver or inter-
observer reproducibility. Conclusion: Automatic reorientation
offers the potential for consistently faster and more accurate
image processing and analysis and is an important step towards
totally operator-less management of myocardial perfusion
SPECT data.
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Tle reorientation of tomographic transaxial images of
the myocardium into short-axis images is a common prac-
tice in both SPECT and PET. Transaxial images are the
direct result of tomographic reconstruction perpendicular
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to the long axis of the patient, and, therefore, are usually
not perpendicular to the long axis of the left ventricle (LV).
Their cutting through the myocardium at an oblique angle
leads to regional differences in the apparent myocardial
thickness, which, in turn, causes artifactual inhomogene-
ities in the regional recovery coefficients and relative count
densities due to the partial volume effect phenomenon (7).
Another limitation of transaxial images is that the heart’s
orientation in the human chest is patient-specific. Visual
interpretation of transaxial images suffers from this non-
standardized orientation, resulting in lower reported sensi-
tivity and specificity for the detection of perfusion defects
(2/3). Short-axis images, which are perpendicular to the
LV’s long axis, allow standardization of myocardial perfu-
sion SPECT display and interpretation; in addition, they
make it possible to present three-dimensional information
in two-dimensional polar maps, the standard for quantifi-
cation and display of scintigraphic myocardial perfusion
data (4).

Reorientation of myocardial perfusion SPECT tomo-
grams typically requires manual selection of a reference
transaxial image and manual drawing of the LV’s long-axis
component in the transaxial plane (Fig. 1, left). This oper-
ation is then repeated for another tomographic plane (the
sagittal or vertical long-axis plane) perpendicular to the
transaxial reference plane and parallel to the long-axis
component in that plane (Fig. 1, center). The LV’s long-
axis orientation in the transaxial and vertical long-axis
planes defines its orientation in the three-dimensional
space, which in turn defines the change-of-coordinate ma-
trix necessary to reslice the image volume perpendicularly
to the LV’s long axis (Fig. 1, right) (5). This manual pro-
cedure is not only time consuming, but it is also subjective.
It has been shown that if reorientation is not performed
correctly, artifacts may result (6,7), as demonstrated in
Figure 2. Together with the selection of apical and basal
slices for polar map generation, manual selection of the
LV’s long-axis for reorientation is probably the most vari-
able step in processing myocardial perfusion SPECT. To
promote standardization and obviate inter- and intraob-
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FIGURE 1. Manual reorientation of transaxial myocardial SPECT
images. A midventricular transaxial image is selected, the LV long
axis manually drawn and the transaxial angle 9 determined (left).
The same procedure is performed on a vertical long-axis or sagittal
image, resulting in the determination of the vertical long-axis angle ¢
(center). Reformatting the image volume perpendicularly to the LV
long axis produces a set of short-axis images (right).

server variability, various algorithms have aimed at auto-
mating reorientation.

In previous efforts to automatically derive the orienta-
tion of the LV’s long axis, Cooke et al. (8) identified the
myocardial apex as the point of maximum gradient along
the maximal-count circumferential profile in an operator-
selected, midventricular transaxial image and used the line
of minimum counts passing through the apex as a proxy for
the LV’s long axis. In similar fashion, He et al. (9) selected
a mid-ventricular transaxial and a mid-ventricular sagittal
image, manually marked the myocardial apex and base in
those images, then examined a series of parallel-count pro-
files from apex to base in both images. The locus of the
local minima along those profiles represented the projec-
tion of the LV’s long axis in the two image planes, from
which its three-dimensional location could be determined.
Another approach by Cauvin et al. (10) requires that the
location of the LV be identified and the LV isolated by
manual drawing of a spherical region of interest (ROI)

FIGURE 2. Effect of incorrect reorientation on quantitative polar
map output. Top row shows (left to right) representative midventric-
ular transaxial, vertical long-axis, horizontal long-axis and short-axis
images, together with the defect extent polar map for a properly
reoriented, stress %™ Tc-sestamibi SPECT study of a normal patient.
The center row shows corresponding images for a rest 2°'TI SPECT
study of the same patient, also properly reoriented. The bottom row
shows the same study as in the top row, only incorrectly reoriented
(note the excessive slope of the long axis drawn on the transaxial
image, resulting in a tilted horizontal long-axis image). On the far
for the correctly (top) and incorrectly (bottom) reoriented stress-rest
image pairs.
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around it. The myocardium is then thresholded at 50% of
its maximal activity, binarized and its ‘‘skeleton” ex-
tracted as the locus of the centers of the maximal spheres
included in the binarized volume (11). The three-dimen-
sional skeleton of the myocardium is finally fitted to a
quadratic surface, whose axis represents the LV’s long
axis. All these algorithms were developed for and applied
to 'T1 SPECT data exclusively, and required some degree
of operator interaction, falling short of completely auto-
mating the reorientation process.

In the current study, a new method has been developed
to segment the LV in the transaxial image volume. Extrac-
tion of the maximal-count myocardial surface is performed
on the segmented LV with methodology similar to circum-
ferential profiles generation in short-axis images. The ex-
tracted surface is refined by incorporating additional con-
straints of shape and texture and using the nonsegmented,
nonthresholded transaxial image to obtain information on
hypoperfused areas of the myocardium. Finally, the sur-
face is fitted to a quadratic surface and its long axis deter-
mined as in Cauvin’s approach (10). The algorithm was
retrospectively tested on a large number of patients who
underwent both a ®™Tc-sestamibi and 2*'TI SPECT stud-
ies, to determine its percentage of success in completely
automating the reorientation process, as well as its repro-
ducibility and agreement with manual reorientation.

METHODS

Our reorientation algorithm was retrospectively tested on 200
consecutive clinical patients undergoing a rest 2'T/stress *™Tc-
sestamibi “‘separate acquisition dual-isotope” SPECT protocol
(12). In this protocol, a rest 2! Tl study is followed by injection of
9mTc-sestamibi at peak exercise and acquisition of a second
study. Consequently, 2°'Tl images are uncontaminated by *™Tc,
and ®™Tc-sestamibi images are only minimally affected by 2°'Tl
crosstalk (13). Half of the studies (100 rest, 100 stress) were
acquired on a dual-detector camera and the other half on a single-
detector camera. Both cameras used LEHR collimation, modified
step-and-shoot detector rotation (14), 64 projections over 180° and
the same processing computer (Pegasys, ADAC Laboratories,
Milpitas, CA). The projection data were reconstructed over 180°
(45° RAO to LPO) using filtered backprojection and no attenua-
tion correction. The backprojection filter was a ramp multiplied
by a Butterworth filter of order = 2.5 and critical frequency = 0.33
Nyquist for *™Tc-sestamibi, order = 5 and critical frequency =
0.25 Nyquist for 'T1 (Nyquist frequency = 0.78 cycles/cm for the
Vertex, 0.82 cycles/cm for the Orbiter). The resulting transaxial
images for all 400 studies were collected on optical disk and
transferred to a standalone workstation (Sun SPARC IPX, Moun-
tain View, CA) running the automatic reorientation software,
which processed them in batch mode. Reorientation of the tran-
saxial data sets had been independently performed by two expe-
rienced operators: one (A) at the time of the individual studies’
collection, and the other (B1, blinded to previous manual and
automatic results) after all studies had been acquired. The second
operator reoriented the data again 1 mo later (B2), for intraob-
server variability assessment. Unlike operator A, operator B1/B2
had participated in the development of the automatic reorientation
method and was therefore aware of the criteria on which the

The Joumal of Nuclear Medicine ® Vol. 36 ¢ No. 6 ¢ June 1995



64

64

FIGURE 3. Automatic segmentation of the LV myocardium. The
initial threshold used in the clusterification process is based on the
maximal count activity in the upper right quadrant of the transaxial
image volume, i.e., the area that the heart should occupy if the study
has been correctly acquired and reconstructed. When present, he-
patic activity is generally confined to the left half of the transandal
image volume, while splenic or intestinal activity is likely to appear in
the lower right quadrant.

method is based. The following comparisons were made, for both
the 2'T1 and the *™Tc-sestamibi data: (1) automatic algorithm
versus operators A, Bl and B2; (2) automatic algorithm versus
itself (algorithm reproducibility); (3) operator B1 versus B2 (in-
traobserver reproducibility); and (4) operator A versus operator
B1 (interobserver reproducibility). In all cases, the parameters
compared were the angle 3 between 12 o’clock and the LV’s long
axis (computed clockwise) in the transaxial plane, and the angle ¢
between 3 o’clock and the LV’s long axis (also computed clock-
wise) in the vertical long-axis plane (Fig. 1). These two angles are
determined directly in the manual reorientation technique, which
is based in the two-dimensional space, and were derived from the
three-dimensional orientation of the LV’s long axis in the auto-
matic technique. The reproducibility values determined in the last
three comparisons were also compared to assess whether statis-
tically significant differences existed between them.

Left Ventricular Segmentation

The automatic reorientation algorithm starts by segmenting the
LV. The maximal voxel count value C,,, in the upper right
quadrant of the 64 x 64 x L (L < 64) transaxial image volume
(Fig. 3, left) is calculated; if the study has been correctly acquired
and reconstructed, that regional maximum is likely to correspond
to the myocardium (Fig. 3, right). The entire transaxial volume is
then thresholded to 50% of C,y,,, binarized and the binary clusters
in the volume determined. Each cluster, or set of connected
voxels, is constructed by depth-first search from a seed voxel (the
first nonzero voxel encountered while scanning the transaxial
volume from one of its corners). Unlike a breadth-first search, a
depth-first search explores a path of voxels as deeply as possible
before switching to an alternate path (15).

Once a cluster has been identified, its location is marked, its
voxels are zeroed and the algorithm continues. When all clusters
have been determined, those physiologically too small (<50 ml) to
represent the LV myocardium are eliminated. If only one cluster
remains and its volume is smaller than 250 ml, the cluster is
assumed to correctly identify the LV myocardium. If two or more
clusters remain (suggesting that thresholding was successful in
separating the LV from other “‘hot”’ structures), the one closest to
the center of the upper right quadrant of the transaxial image
volume is chosen. In either case, if the candidate LV cluster’s
volume is greater than 250 ml (suggesting that spurious hepatic,
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FIGURE 4. Automatic segmentation of the LV myocardium.
Thresholding, clusterification and rule-based cluster selection and
refinement by eroding/dilating techniques generate a binary mask
(center row) from the original transaxial image volume (top row).
Muttiplying the mask by the original image isolates the LV myocar-
dium (bottom row).

splenic or intestinal activity is still ‘‘connected’ to that in the LV),
““erosion” of the cluster is performed by raising the threshold in
5% steps from the original value of C,./2, until the cluster is
broken into two or more pieces.

The two larger subclusters are selected and assigned to the liver
and the LV myocardium (again, based on likely location consid-
erations). Then, dilation of both clusters is performed by itera-
tively adding 1-voxel wide layers of voxels, checking every voxel
in each layer to ensure that its addition will not reconnect the
clusters. Dilation is continued until the original C,,,, /2 threshold is
reached. The binary cluster representing the LV is used as a mask
in the subsequent phases of the algorithm. An example of seg-
mentation for a patient study with considerable hepatic and intes-
tinal uptake is shown in Figure 4.

Mid-Myocardial Surface Extraction and Fit

The center of mass (COM) of the three-dimensional binary
mask segmenting the LV myocardium is chosen as the origin of
the sampling coordinate system. If segmentation of the LV was
successful, the COM will be located within the LV cavity, even in
the presence of large perfusion defects. Radial count profiles
originating from the COM are generated to achieve three-dimen-
sional, spherical sampling of the product of the binary mask and
the transaxial image volume (Fig. 4, bottom). The locus of the
profiles’ first maxima identifies the maximal count myocardial
surface, which is an acceptable proxy for the mid-myocardial
surface. Sampling is every 10° longitudinally (18 total) and every
10° latitudinally (36 total), resulting in 684 count profiles. It should
be noted that a variable, potentially large number of these profiles
is uniformly zero. In fact, both the basal portion of the myocar-
dium at the valve plane and all perfusion defects will correspond
to “‘holes” in the mask, for which no maxima are returned. A fit
of the mid-myocardial surface to a quadratic surface is performed
as reported by Cauvin et al. (10), and the long axis of the quadratic
surface is considered an initial estimate of the long axis of the LV.
The surface extraction process is then repeated using a new origin
for the sampling coordinate system, determined as the projection
of the original COM onto the estimate of the long axis. This
approach seeks to obviate errors in mid-myocardial surface ex-
traction, especially in cases where the original COM is close to the
wall due to extensive perfusion defects. The process is iterated
until the long-axis angular variation is less than 0.5°, which gen-
erally requires two to three iterations.

We now have an estimate of the mid-myocardial surface con-
taining “‘perfusion holes,”” plus the quadratic surface (ellipsoid)
that best fits it. To incorporate perfusion data from underperfused
areas into the fit (fill the holes), a set of myocardial ““likelihood
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profiles” (24 latitudinally, 32 longitudinally) is generated by ex-
tracting count profiles normal to the ellipsoid from the unmasked
and nonthresholded image and convolving them with a feature
detector consisting of the double derivative of a Gaussian with a
s.d. o = 10 mm. The s.d. value of 10 mm was chosen based on
expected feature size and camera resolution and observed LV
myocardial count profiles, which are seen to approximate
Gaussians with standard deviations of approximately 10 mm. The
number of samples was chosen so that a sampling frequency of
approximately 5 mm from count profile to count profile at the
myocardium would result for a typical LV geometry (75 mm from
apex to base, 50 mm from superior to inferior wall).

The local maxima of these profiles are extracted (there is gen-
erally at least one local maximum per profile). The final mid-
myocardial surface is then defined as that set of surface points,
one per profile, which minimizes the sum of the cost of each
surface point. The cost of each surface point is defined as a
weighted sum of the deviation between its surface normal and its
corresponding ellipsoidal normal and a nonlinear function of its
distance from, and the magnitude of, each of the local maxima of
the likelihood profile. In particular, the cost C(x, y) of each sur-
face point (x, y) is defined as:

Cx, y) = ky(D(x + 1, y) = D(x, y)) + kn(D(x — 1, y)
= D(x, y)) + ky(D(x, y + 1) = D(x, y)) + ky(D(x, y — 1)

N
-D(x, y) + 2 (D(x, y) — dj, wy),

Eq. 1
i=1
and
(d|
me‘ d—o > |d| < dO
r(d, w) = @ Eq. 2
Kowé =, [d=dy,
\d|
where

(x, y) is the surface point with longitude x and latitude y;
D(x, y) is the distance of the surface point (x, y) from the basis
ellipsoid;

k, = 0.55 is the cost weight given to the variation in distance
between adjacent longitudines;

k, = 0.275 is the cost weight given to the variation in distance
between adjacent latitudes;

N is the number of candidate points (local maxima) for the
count profile through the surface point (x, y);

d, is the distance of the candidate point i from the basis ellipsoid;
w; is the weight of the candidate point i;

r(d, w) is the cost associated with being distance d from a
candidate point with weight w;

k,, = 1.5 is the cost weight given to the variation in distance
between a surface point and a corresponding candidate point;
g = 0.5 is the amount by which all candidate point weights w;
are exponentiated; and

d, = 3 mm is the threshold distance beyond which the cost for
variation in distance between a surface point and a candidate
point starts to decrease.

An ellipsoid is finally fitted to this myocardial surface and the
resulting long axis returned as that of the LV. The entire segmen-
tation, surface extraction, fitting and generation of the reoriented
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short-axis image volume requires less than S sec per study on a
Sun SPARC IPX computer (Mountain View, CA) using a X-Win-
dows-based graphical user interface. The entire application soft-
ware was developed in-house and is easily portable to other Unix
platforms utilizing X-windows. We have recently installed it on
the beta version of the Pegasys MD display workstation (ADAC
Laboratories), based on a Sun SPARC 5 computer, with over a
two-fold increase in performance compared to the Sun SPARC IPX.

Statistical Analysis

The first hypothesis tested in this study was whether the values
for the transaxial angle & and the vertical long-axis angle ¢,
determined by the automatic reorientation program (Auto), sig-
nificantly differed from those manually obtained by human ob-
servers (A, B1, B2). This hypothesis was tested using a paired
t-test that directly compared homologous automatic and manual
angular value sets. The angular value sets were also compared
using linear regression analysis to obtain a quantitative measure of
how closely related the angular values determined by the auto-
matic and the manual methods were. Values of p < 0.05 were
considered statistically significant.

The second purpose of this study was to assess the reproduc-
ibility of the automatic and the manual reorientation methods. The
measure of reproducibility used was the magnitude of the r value
and the standard error of the estimate (s.e.e.) derived from linear
regression analysis, which related two separate angular determi-
nations obtained by repeated application of the same method. We
further compared: (1) the reproducibility of the automatic method
versus the intraobserver reproducibility; (2) the reproducibility of
the automatic method versus the interobserver reproducibility; (3)
interobserver reproducibility versus intraobserver reproducibil-
ity; (4) intraobserver reproducibility using *™Tc-sestamibi versus
20171 images; and (5) interobserver reproducibility using **™Tc-
sestamibi versus 2°'Tl images. The absolute difference between
the two angular determinations associated with each reproducibil-
ity test was determined (|A angle| in Table 3). For each of the
comparisons between reproducibilities, we compared those
paired absolute differences using a paired t-test. This was done for
both the 1 and the ¢ angle. All statistical calculations were per-
formed using the Excel® (Microsoft, Redmond, WA) software.

RESULTS

Segmentation of the LV was successful in 394/400 (98.5%)
of the studies, with no significative difference between rest
2171 (five failures) and stress *™Tc-sestamibi (one failure).
Failure is defined as: (1) the absence of LV in the seg-
mented image (four 2°'Tl); (2) the presence of substantial
hepatic or intestinal components in the segmented image
(one °'T1, one ®™Tc); and/or (3) automated determinations
of reorientation angles diﬁerin%by more than 45° from the
manually obtained ones (one °'T}, also in (1)). The user
interface allows for the manual placement of a three-di-
mensional ellipsoidal ROI around the myocardium, thus
constraining the segmentation and reorientation process to
the image portion within the ROI. This approach was ap-
plied to the six patients in whom segmentation failed, al-
ways resulting in successful completion of processing. The
small stochastic component introduced by the manual ROI
placement made it necessary to explicitly evaluate the re-
producibility of the automatic reorientation method.
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FIGURE 5. Transaxial angles 3 (top row) and vertical long-axis angles ¢ (bottom row) calculated by the automated software (y axis),
comparedtomehomdogwsangiesmanuallydetenninedbyopermsA(leﬂ) B1 (center) and B2 (right) for the 200 ®®™Tc-sestamibi
studies analyzed.

Figure 5 shows the transaxial angles ¢ (top row) and the
vertical long-axis angles ¢ (bottom row) calculated by the
automated software (y axis) for all ™ Tc-sestamibi studies,
compared to the homologous angles manually determined
by operators A, Bl and B2 (x axis). Linear regression
analysis showed good to excellent agreement between the
manual and the automatic technique, with the r values for
automatic versus manual A, automatic versus manual Bl
and automatic versus manual B2 equal to 0.902, 0.933 and
0.930 (8, 'T1), 0.913, 0.957 and 0.953 (9, *™Tc-sesta-

mibi), 0.851, 0.914 and 0.904 (¢, 2°'TI) and 0.927, 0.959 and
0.942 (¢, ™ Tc-sestamibi), respectively. These results are
reported in Table 1, together with the s.e.e. for all regres-
sions. The value of s.e.e. was always between 2° and 4°.
Paired t-test analysis showed no statistically significant
difference between the automatic determinations and any
of the manual determinations of 4 and ¢ (p > 0.05), as
reported in Table 1 together with the mean, the s.d. and the
range of the paired differences between measurements.
Figure 6 shows, for all ™ Tc-sestamibi studies, the trans-

TABLE 1
Comparison of Automatic and Manual Techniques for Determining Transaxial Angles 9 and Vertical Long-axis Angles ¢ Used in
Reorienting 400 Myocardial Perfusion SPECT Images*

Mean + Range s.e.e.
Angle Isotope p' sd. () v] r ©
Auto vs. A 9 207 ns 3.51 +3.00 0-16 0.902 419
39 %mTc-sestamibi ns 3.53 +2.69 0-15 0913 3.98
Auto vs. B1 9 Ladd | ns 2.56 + 2.54 0-20 0.933 3.48
9 %mTc-sestamibi ns 220 = 1.81 0-10 0.957 282
Auto vs. B2 J o7 ns 295 + 222 0-13 0.930 3.56
9 9mTe-sestamibi ns 243 + 165 0-7 0.953 295
Auto vs. A ¢ 2om ns 3.31+290 0-18 0.851 4.41
' SomTc-sestamibi ns 240 + 199 0-11 0.927 3.1
Auto vs. B1 ¢ Ll || ns 254 +225 0-12 0.914 3.40
¢ %mTc-sestamibi ns 205+ 1.82 0-10 0.959 234
Auto vs. B2 ¢ 20 ns 285 +222 0-12 0.904 3.59
¢ %mTe-sestamibi ns 220+ 1.85 0-12 0.942 2.78

*The values for r and the s.e.e. derived from linear regression analysis refer to the graphs in Figure 5. Paired t-test analysis established that the
angular values 9 and ¢ obtained using the automated algorithm did not significantly differ from those estimated by human operators A, B1 and B2.
*p values are derived from results of paired t-test (significance level = 0.05).
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FIGURE 6. Automated algorithm reproducibility (left), intraobserver reproducibility (center) and interobserver reproducibility (right) for the
transaxial angle ¥ (top row) and the vertical long axis angle ¢ (bottom row), for the 200 ®*™Tc-sestamibi studies analyzed. Note the perfect

reproducibility of the automated technique for both 9 and ¢.

axial angle 3 (top row) and the vertical long axis angle ¢
(bottom row) calculated by the automated software in two
separate occasions (algorithm reproducibility, left), by oper-
ator B on two separate occasions (intraobserver reproduc-
ibility, center), and by operator A compared to operator B
(interobserver reproducibility, right). Figure 6 and Table 2
show that reproducibility was perfect for the automatic tech-
nique (r = 1.000) and good to excellent for the manual tech-
nique. With regard to the latter, linear regression analysis
resulted in r values, for manual B1 versus manual B2 and for
manual Bl versus manual A, equal to 0.931 and 0.914 (3,
2171), 0.963 and 0.910 (9, **™Tc-sestamibi), 0.937 and 0.906

(¢, 2'T1) and 0.955 and 0.932 (¢, *™Tc-sestamibi), respec-
tively. Table 2 also shows that the regressions’ s.e.e. was 0°
for the automatic algorithm, 2° to 4° for the human operators.

Further analysis aimed at comparing the reproducibili-
ties of the automatic and manual techniques, and employed
paired t-test analysis applied to the absolute angular differ-
ences (|A angle| in Table 3, expressed as mean * s.d.)
associated with various reproducibilities. Eight different
comparisons were made: algorithm reproducibility versus
intraobserver reproducibility (for both °'T1 and *™Tc-ses-
tamibi); algorithm reproducibility versus interobserver re-
producibility (for both Z'T1 and **™Tc-sestamibi); intraob-

TABLE 2
Automated Algorithm, Intraobserver and Interobserver Reproducibility in the Determination of 3 and ¢*
Angle Isotope r s.e.e. ()
Auto2 vs. auto1 [Auto?) 9 Ladd | 1.000 0.00
d %omTc-sestamibi 1.000 0.00
B1vs. B2 B3 /4 207 0.931 3.61
o %emTc-sestamibi 0.963 263
B1 vs. A [BA] 9 207 0914 3.99
o % Tc-sestamibl 0910 4.04
Auto2 vs. auto1 [Auto?) ¢ 201y 1.000 0.00
s %omTe-sestamibi 1.000 0.00
B1 vs. B2 [B3 ¢ bl || 0.937 2.65
¢ 99mTo-sestamibi 0.955 229
B1 vs. A [BA] ¢ 2017y 0.906 323
¢ 90mTo-sestamibi 0.832 2.82

*The values r and the s.e.e. derived from linear regression analysis refer to the graphs in Figure 6. Note the perfect reproducibility of the automatic
technique. All notations in brackets are synthetic notations and are used in Table 3.

1112

The Joumal of Nuclear Medicine ¢ Vol. 36 ¢ No. 6 ¢ June 1995



TABLE 3
Statistical Comparison of Automated (Auto®), Intraobserver (B2) and Intraobserver (BA) Reproducibility*

|A angle| vs. |A angle| |A angle| vs. |A angle|
(9 p (9 ] p(d
(Auto®, ®™Tc) vs. (B2, *™Tc) 00+00vs.19%15 <0.0001 00+00vs. 2017 <0.0001
(Auto?, 2°'TI) vs.(B2, 2°'T)) 00+0.1vs.26+29 <0.0001 00+01vs.22+17 <0.0001
(Auto?, ®™Tc) vs. (BA, *™Tc) 00+00vs.24+18 <0.0001 00+00vs.35+28 <0.0001
(Auto?, 2°'T1) vs. (BA, 2°'TI) 00+0.1vs.3.0+29 <0.0001 00+0.1vs.23+22 <0.0001
(B2, %™Tc) vs. (BA, *™T¢) 19+15v8.24+18 <0.0001 20+1.7vs.35+28 <0.0001
(82,2°'TI) vs. (BA, °'T)) 26+29vs. 3029 ns 22+17vs.23+22 ns
(B2, 2°'T)) vs. (B2, %™ Tc) 26+29vs.19x15 <0.002 22+17vs.20+17 ns
(BA, 2°'TI) vs. (BA, ®*™T¢) 30+29vs.24+18 <0.01 23+22vs.35+28 <0.001

*Paired t-test analysis estabilished that the automated algorithm is significantly more reproducible than a single or two different human operators,

for both angles and isotopes considered.

server reproducibility versus interobserver reproducibility
(again, for both 2°'T] and ®™Tc-sestamibi); intraobserver
reproducibility for 2'T1 versus **™Tc-sestamibi; and inter-
observer reproducibility for 2'T1 versus *™Tc-sestamibi.
The results of the analysis are shown in Table 3 and estab-
lished that the automated algorithm’s reproducibility is sig-
nificantly better than the intraobserver reproducibility or
the interobserver reproducibility for both angles and iso-
topes considered (p < 0.0001). Intraobserver reproducibil-
ity is significantly better than interobserver reproducibility
in ®™Tc-sestamibi images for both angles considered (p <
0.0001), but there is no significant difference for 20171 im-
ages. Interobserver reproducibility is significantly better in
9mTc-sestamibi compared to 2°'Tl images (p < 0.01 for the
transaxial angle 9, p < 0.001 for the vertical long-axis angle
¢), while intraobserver reproducibility is significantly bet-
ter in *™Tc-sestamibi images for #(p < 0.002), but not for ¢.

DISCUSSION

The main problem in trying to validate any automatic
reorientation technique is that the manual measurements
used as a gold standard suffer from relatively high intra-
and interobserver variability. If a human operator process-
ing the same data sets twice generates two sets of angular
values that agree at a given level r, one would not expect a
better agreement when comparing one of those sets to
values generated by an automated algorithm. In other
words, the s.e.e. associated with the linear regression anal-
ysis of manual reproducibility defines the precision of our
gold standard, which from Table 2 appears to range be-
tween 2° and 4°.

An interesting finding of this study was that intraob-
server reproducibility was substantially equivalent to inter-
observer reproducibility in 2°'Tl images (Table 3, row 6),
despite the fact that the operator generating the data used
for intraobserver analysis had previous knowledge of the
algorithm on which the automatic method is based, and had
in fact participated in its development. On the other hand,
intraobserver reproducibility proved significantly superior
to interobserver reproducibility for both transaxial and ver-

SPECT Image Reorientation * Germano et al.

tical long-axis angle determination in *™Tc-sestamibi im-
ages, generally considered of higher quality than %°'T] im-
ages due to their better counting statistics and higher
photon energy. Interobserver reproducibility (both angles)
and intraobserver reproducibility (transaxial angle) were
also significantly better in *™Tc-sestamibi compared to
2'T] images, further supporting the hypothesis that high
image quality may help make the task of manual reorien-
tation easier.

The relatively low reproducibility of manual reorienta-
tion techniques is, at least in part, a consequence of the
reorientation process itself being a poorly defined problem.
Generating ‘‘short-axis images’’ perpendicular to the LV’s
long axis is possible if such an axis is uniquely determin-
able. This is true for an ellipsoid (or, more generally, for a
quadratic surface), but the human heart often considerably
departs from the ellipsoidal model, and, in some cases, is
quite asymmetrical (Fig. 7). The LV’s imperfect conform-
ance to a simple geometric model poses problems for both
manual and automatic reorientation techniques, but the
former are at an additional disadvantage when fitting the
LYV to a particular geometry. The automatic algorithm per-
forms fits in the three-dimensional space, while the human
operator bases his judgment on 2 two-dimensional images:
one in a transaxial and the other in a sagittal plane (Fig. 1).
If the operator emulated the algorithm’s ellipsoidal fit, he/
she would have to visually fit ellipses to the myocardium as
it appears in those two planes and gauge the ellipses’ major
axis, a nontrivial task at best. In search of simpler reori-

FIGURE 7. Midventricular transaxial images of four patients
whose LV myocardium either does not conform to an ellipsoidal
model (A-C) or is not completely visible due to perfusion defects (D).
The absolute differences between the automatic and the manual
(operator A) determinations of 3 were 9°, 6°, 2° and 11° for cases
A-D, respectively.
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entation criteria, most operators draw the LV’s long axis
as a line passing through the LV’s apex and parallel to, or
equidistant from, the LV myocardial walls. Unfortunately,
in many cases those two criteria are mutually exclusive,
and in other cases true perfusion defects (especially apical)
or attenuation artifacts obscure parts of the myocardium,
making guesswork necessary (Fig. 7). With all these con-
siderations in mind, it is indeed not difficult to understand
how a human operator’s accuracy in determining the ori-
entation of the LV’s long axis would be, on average, not
better than a few degrees.

As a final test, for each of the 400 reoriented images, the
angles 4 and ¢ determined by the automated algorithm
were overlayed onto a transaxial and a sagittal plane and
presented to a human operator (B) for evaluation. The
operator judged all but 9 of the 400 studies to have been
reoriented in an acceptable manner by the algorithm, fur-
ther stressing the fact that, within a few degrees’ range,
several angular values may appear ‘‘reasonable’’ in manual
reorientation. The effect of variability in the manual esti-
mates of 3 and ¢ on the visual and quantitative evaluation
of the final reoriented images should be investigated in a
large series of patients to determine the minimal level of
intra- and interobserver reproducibility necessary to en-
sure accurate and consistent image interpretation.

CONCLUSION

We have developed a method for the automatic reorien-
tation of myocardial perfusion SPECT images. The tech-
nique operates with 98.5% success, is perfectly reproduc-
ible and agrees very well with the results of manual
reorientation. The automatic reorientation algorithm con-
sists of three steps: segmentation of the LV myocardium,
extraction of the LV’s mid-myocardial surface and fit of
that surface to an ellipsoid, whose major axis identifies the
long axis of the LV. In its current implementation on a
relatively inexpensive (<$5,000), off-the-shelf computer,
the algorithm is fast, portable and does not require any
proprietary hardware or special pre-reorientation process-
ing. Considering the difficulty and imperfect reproducibil-
ity of manual reorientation of three-dimensional images, it
is conceivable that automatic reorientation could become
the gold standard for this task.

Automatic reorientation can be performed on a series of
clinical myocardial SPECT studies in batch mode, without
the need for operator intervention or supervision. The al-
gorithm is able to use a combination of knowledge-based
rules (i.e., location of the LV cluster, goodness of the
ellipsoidal fit and orientation of the ellipsoid axes) to esti-
mate the likelihood of its having correctly reoriented the
image data set. Studies with a high likelihood of error can
be marked for later re-examination by a human operator.
Automatic reorientation is an important step towards the
totally automated processing of myocardial SPECT data.
The integration of reorientation with other software mod-
ules performing automatic reconstruction of the transaxial
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images from the projection data, automatic quantification
of the short-axis images (4,16-18) and automatic diagnos-
tic interpretation of the quantitative results through expert
systems (19,20) and neural networks (21) is being investi-
gated at our institution, as well as at other centers with the
final goal of implementing a complete, objective and repro-
ducible approach to the processing and analysis of myo-
cardial SPECT and PET images.
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