
A rtificialneural networks (ANN5),
a relatively new approachto the

automated interpretation of medical
images (1,2), presents us with the
problem of comparing this new tech
nique with accepted forms of image
interpretation.Comparingthe useful
ness and validity of one imagingtech
nique to another is difficult,and these
problems are well illustrated when
Porentaet al. (3) use ANN to interpret
planar @Â°â€˜11-dipyridamolestress-redis
tribution scintigrams. They used sev
eral techniques to compare ANN in
terpretations with human experts
(HE) and with coronary angiography
(CAG), which included receiver oper
ational characteristic (ROC) curve
analysis, concordance rates from a
3 x 3 classificationmatrixanda com
parison of positive and negative pre
dictive values.

ANNs are computer programs which
simulate a functional and structural
model of the brain (4â€”6).Various pa
rameters ofmedical images are defined,
and this informationis providedto the
computer,alongwith establisheddiag
noses. After applyinga trainingset of
data, ANNs can provide image inter
pretation.ANNs also have the ability
to learn from new images with known
diagnoses. ANNs have been used for a
variety of pattern recognition and dcci
sion-makingproblems.In nuclearmed
icine, these include: the automated in
terpretation of cerebral perfusion
imaging (7), ventilation-perfusion lung
scans (8;9) and myocardial perfusion
stress studies (10).

Image interpretation is a complex
task that involves not only the simple
task of detecting an abnormalityin an
image, but also other qualitiesof these
abnormalities such as the number of
abnormalities present, as well as the
location, size, shape and texture of
these abnormalities. It is these param
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eters of image abnormalities that are
used in HE interpretationthat can be
included in a method such as ANNs.
This would make ANNs a very pow
erful technique to the HE aid in the
interpretation of medical images or to
do the interpretationwithout human
input.

As a first approach, Porenta et al.
(3) used ROC curves to compare the
three procedures. They took the un
usual step of using two â€œgoldstan
dards,â€•that is, the establishment of
the patient's â€œtrueâ€•diagnosis, by first
considering the CAG to define the pa
tient's medical condition, andthen us
ing the HE as the basis for â€œtruth.â€•
ROC analysis has been shown to pro
vide useful comparisons when evalu
ating the ability of an observer to iden
tify the presence or absence of a
single, well defined signal (11â€”17).
ROC curves were applied to the anal
ysis of differenttypes of radiographic
film for diagnosing tuberculosis almost
50 yr ago (18). This technique did not
catch on until the 1970s and then be
came a very popular way to compare
medical imaging systems in the 1980s
(19).

Unfortunately, ROC analysis does
not take into consideration all of the
parametersof a medical image. A sim
pie example of this problem is the sit
uation where an observer incorrectly
identifiesan abnormalityin one partof
the image and misses an abnormality
in another part of the image. Is this
interpretation a false-negative or a
false-positive? Another example is
when an observer correctly identifies
an abnormalityin one area of the im
age but misses an abnormality in an
other partof the image. Is this reading
a true-positive or a false-negative in
terpretation?

And these are the easy problems!
The problemwith multiplesignals and
their location has been considered and
solutions using LROC analysis (20)
and, more recently, FROC analysis
(21â€”25)have been applied. However,

this still excludes what has been called
the classification or recognition prob
1cm(26).

Chesters (11) states that: â€œsurpris
ingly few attempts have been made to
quantify the recognition of sig
nals. . . . Models of recognition are
few and incomplete in comparison
with the rather well developed models
of detection based on signal detection
theory. As a result, the comparison of
the performanceof imagingsystems is
usually made on the basis of detect
ability of signals and an important
question is whether the rankingof per
formanceon the basis of recognizabil
ity is the same as on the basis of de
tectabiity. It is usually agreed that
detection is a necessary condition for
recognition, but certain experimental
evidence suggests that it may not be
sufficient.â€•In medical imaging, recog
nizing and classifying the signal can be
more important than detecting the
presence or absence of a signal.

Suppose an observer identifies an
abnormality in the correct location,
but fails to give the correct impression
of the size, shape or texture of the
abnormality. In the binary task of
ROC analysis to decide if a signal is
present or not present, this interprets
tion would be considered true-posi
tive. ROC analysis would be unable to
indicate how much of the information
of the â€œfinestructureâ€•of the abnor
mality in the image is being transmit
ted to the reader. This â€œfinestruc
tureâ€•informationcan provideclues to
discriminate between a benign and a
malignant lesion.

Porentaet at. (3) use ROCcurves to
test the ability of the techniques to
detect coronary artery disease. They
then extend their comparison of HE
and ANN by investigating the ability
of the planar thallium images to pro
vide information on two other aspects
of the images: the severity and the
localization of the disease. They used
concordance rates from a 3 x 3 clas
sification matrix to classify the sever
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Porenta et al. (3) suggest that â€œthe@@

information content of the 45 integer
numbers resulting from segmental
analysis (used in their ANN analysis) REFERENCES
is considerably less than the informa
tion that is present in the scintigraphic
images which were used by the human
expert to derive his diagnostic classifi
cations. Thus, ANN that use the entire
images as input may possibly achieve a
better diagnostic performance.â€•

ANN is a valuable technique that
could, but does not necessarily have
to, replace physician readers. Cer
tainly, ANN could add valuable in
sights into how human experts inter
pret images and what parameters are
importantto the humanexpert. Then,
once these parameters are defined,
imaging equipment and computer soft
ware can be developed to enhance
these parameters.

Are artificial neural networks better
than the real thing (28)? We don't
know, but we believe that, theoreti
cally, they could be. We definitely feel
that investigations should continue
into the use of artificial neural net
works to aid human experts in the in
terpretations of medical images, as
well as to demonstratehow humancx
perts interpret medical images (29,30).
We need better analytic techniques to
evaluate an observer's ability to not
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