
After FDOPA injection, the tracer can be metabolized
in plasma into 3-O-methyl-FDOPA (OMFD) (11), which
can cross the blood-brain barrier (BBB). Thus, the total
tissue radioactivity measured by PET is partially due to
OMFD. This complicates the interpretation of FDOPA
data. A model approach that can account for OMFD has
been developed to analyze FDOPA PET data (3,4). With
this approach, the transport rate constant across the BBB
and the decarboxylation rate constant for FDOPA in stri
atum can be separately estimated. The Patlak analysis
method (12, 13) has also been used to estimate the uptake
constant (K3) of FDOPA in striatum (2). However, in the
estimation of the FDOPA uptake constant, various error
sources, including the small size of the striatal structure

or the inaccurate definition of the region of interest (ROI),
could affect the accuracy and reliability of the results
(14â€”16).

In PET images, small structures such as the caudate
and putamen, which are smaller than two times the full
width at half maximum (FWHM) of the scanner system,
will have an apparent depression of its radioactivity con
centration, due to the partial volume effect. The recovery
coefficient (RC) has been introduced as the ratio of the
measured over the true concentration to correct for the
partial volume effect (14, 16). However, it is not easy to
use the RC in realistic situations because it depends on
background levels (17) and requires knowledge of the true
object size.

In order to extract the radioactivity concentration in a
small tissue structure, e.g., the putamen, a ROI is usually
drawn over the object of interest on the PET image and
the average counts within the ROI are regarded as the
concentration contained in the structure. For the puta
men, the size of the ROI must be small to ensure that the
radioactivity concentration within the ROI is uniform.
Because of uncertainty about the anatomical border and
the partial volume effect, the usual criterion of defining a
ROI along the boundary of the putamen on a PET image
cannotaccuratelymeasureconcentration.Variousmeth
ods have been used by many investigators to avoid partial

To estimatethe stnataluptakeconstantof [18F]-L-6-fluo
rodopa(FDOPA)in humans,westudiedtwomethodsthatcan
account for the image resolution and the background level of
FDOPA. These two methods utilize information obtained from
multiple ROIs varying in size around the putamen and from
profiles crossing the middle of the putamen. The estimation of
theuptakeconstantwasbasedona modelofone-dimensional
activity variation. Simulated data were used to evaluate the
adequacy ofthese two methods. Parametricimagesof FDOPA
uptake constants were generated using Patlak analysis for five
studiesinnormalsandwerethenanalyzedwiththetwometh
ods. Results from the simulated data indicated a good agree
mentbetweenthe estimatedvaluesandthe truesimulated
values. Results from studies in normals show stable estimates
oftheFDOPAuptakeconstantthatarenotaffectedbyimage
resolution. The two methods were not sensitive to the misplace
ment of ROIs and profiles.
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luorine-18-L-6-fluorodopa (FDOPA) has been used in
PET to examine the integrity of the presynaptic
doparminergic system. In normal subjects, FDOPA up
take has been shown to be higher in the caudate and
putamen than in other cerebral tissues (1â€”4).The caudate
and putamen contain aromatic amino acid decarboxylase
(AAAD) that converts FDOPA to [â€˜8F]-L-6-fluoro
dopamine (Fdopamine) which is retained in neurons (5).
The uptake of FDOPA has also been found to decrease in
patients with Parkinson's disease and in subjects exposed
to 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP)
(6â€”10).Therefore,the rateof uptakeof FDOPAis be
lieved to be a useful index for measuring abnormalities in
the presynaptic dopaminergic system.
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volume effects and ROI size problems. For example,
Gjedde et al. (18) used MRI to assist in defining a ROI for
the striatum, but not for correcting partial volume effects.
Martin et a!. (2) used a large ROI (12 cm2) that enclosed
the entire striatum to calculate the uptake constant in
terms of the whole striatum instead of a unit weight of the
striatal tissue. Their method resulted in a very large K3
value per striatum, possibly due to the inclusion of a
nonzero background uptake in the adjacent tissue. Eidel
berg et al. (19) used the average value of the upper 15%
ROI pixel values (20). This measurement was expected to
be sensitive to high statistical noise levels and the method
did not remove the dependency on image resolution.

FDOPA uptake in the striatum has been studied by
different groups. However, due to the different PET sys
tems employed and the resolution dependence of quanti
tation methods they adopted, results cannot be cross
compared among different investigators (17). In this
study, we investigate a profile method and a multiple ROI
method to provide resolution-independent and reliable
estimates of striatal FDOPA uptake constants. These two
methods are based on the concept that utilize more infor
mation on spatial distribution of true activity and can
therefore provide a more accurate estimate of the
FDOPA uptake constant than the single ROl method.

METhOD

Theory
In order to accurately estimate the uptake constant of

FDOPA in the putamen, factors such as object size, imaging
resolution and background level (i.e., uptake constant in adja
cent tissue regions) have to be considered. To simplify the
problem, we first assume that: (1) the background level is con
stant; (2) the structure of interest has a uniform concentration
level; (3) there is no variation along the axial direction; (4) the
structure is long in one direction (i.e., there is little variation
along that direction); thus, the structure can be regarded as a
one-dimensional object (for example, an infinite long bar); and
(5) the line-spreadfunctionof the PET imagingsystemhasa
Gaussian shape. With these assumptions and approximations,
analytical functions for the image values (as a function of dis
tance) and the RO! values (as a function of RO! size) can be
derived similar to what has been done for the myocardium (21),
as shown in the following example.

Let C@and Cb represent the uptake constants of the putamen
and background (i.e., (K3)putamenand (K3)back&ound),respec
tively, in the simulation and w is the width of the structure as
shown in Figure 1. Based on the assumptions listed above, the
imaged activity level (Act(x)) at a distance x from the center of
the object can be expressed as:w

1. _(x_t)2JC@2
w

FIGURE 1.
A sketch diagram of
the actMty distribu
tion assumedfor the
methodsinvestigated
in this study.

ib

@(Cp-Cb)
â€”@ Je_@2du+Cb

lb

(C@- Cb)
= 2 [ERF(rb) â€” ERF(lbfl + C,,, , Eq. 1

where ERF(u) = (2/V@ f0ue2, dt is the mathematical error
function (22) and s is determined by the FWHM of the scanner
resolution (s = FWHM/2.355), lb = (x â€”w/2)/('sfZs), rb = (x +
w/2)/('sT@).

If a rectangular ROI with a width d centered around the
object is used, the ROl value (ROI(d)) can be expressed as:

d
2

ROI(d) = @dAct(x)dx

d
w'

=(;-Cb)J ERF( Jdx + Cb X d.
v@s/

Eq. 2

Equation 1 is used to fit the profile across the middle part of
the putamen to estimate w, C@,Cb and the center of the object.
This will be referred to as the profile method. Alternatively,

Equation 2 is used to fit the RO! values obtained from ROIs of
different sizes (different width) to estimate the values of w, C1,
and C,,. This is referred to as the multiple ROt method. For

realistic objects in real situations, the assumptions about the

structural shape and its axial variation are not rigorously valid.
Deviation from the assumption of an infinitely long bar with no
axial variation is, however, expected to cause the imaged ob
ject's boundaries to be more blurry, equivalent to having a lower
image resolution. If this is true, then the FWHM value used in
Equations 1 and 2 is expected to be larger than the normal value
of image resolution. We have investigated the validity of this
equivalency with computer simulation described in the follow
ing section and have determined the proper FWHM values that
would provide the correct estimate of C1,.

Simulation
Noise-free images and images with a noise level comparable

to that of FDOPA PET parametric images were generated by
computer simulation. Structures of three different shapes (rect
angle, ellipse and nonrectangular polygon) were simulated. The
rectangle was 3.4 x 1.1 cm, with its area and width similar to
those of a transaxial cut of the putamen. The ellipse had its

d
2

(C1 - Cb)
Act(x) =

2irs
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FIGURE 2. (a) Outlineof a simulatedpolygonthatimitated
the shapeof caudateandputamenin PET images.The left
striatum,whichissymmetricaltothissketch,wasalsosimulated
on the same image. (b) Simulated noise-free image generated
from the polygonshown in (a)with an imagingresolutionof 0.74
cmFWHM.(c)Simulatedimage(0.74cmFWHM)witha noise
level comparable to that of a parametric image of the FDOPA
uptakeconstantinnormalPETstudies.

long-axis equal to 3.4 cm and its short-axis equal to 1.1 cm. The
polygon closely imitated the shapes of the caudate and putamen
as shown in Figure 2. A mirror image of the polygon was used to

simulate the structures on the lefthand side. In the simulations,

the activity of these structures that represents the uptake con
stant of putamen (C1,) was assumed to be six times the back

ground level (i.e.,@ =@ to simulate real FDOPA data in
normal studies. To examine conditions in pathological cases, the
simulations were repeated three more times with three other C1,
levels (C1, = 4Cb, 3Cb and 2Cb).

Each sinogram consisted of 160 angular views and 128 linear
samples with an intrinsic resolution of 4.8 mm (FWHM) and
sampling distance of 3.14 mm. Pseudo-random noise was added
to the sinograms to simulate a noise level (45% s.d. in the
nonstriatal area when the Shepp filter was used) comparable to
that in a real parametric image of the FDOPA uptake constant.

Each sinogram was then reconstructed four times using four
different filters: Shepp-Logan filter with cutoff frequency at the

Nyquist frequency; Hanning filter with cutoff at 1.0, 0.7 and 0.5
of the same Nyquist frequency to give images with spatial res
olutions of 0.56, 0.74, 0.94 and 1.24 cm FWHM, respectively.
Cross-sectional profiles across the structures were obtained
from these images and elliptical ROIs of various sizes (to be
described later) were applied to these images.

The noise-free simulation data were used to determine the
equivalent FWHM for different structural shapes and to exam
inc the adequacy of Equations 1 and 2 for describing the data. In

this determination, the profile data and multiple-ROl data were
curve fitted by Equations 1 and 2, respectively, with C1,fixed at
its true value (6) to estimate FWHM, width and C,,. The simu

lated data with noise were generated with five different noise

realizations. They were used to validate the two proposed meth
ods and to test their stability.

PET Data
Five normal subjects were studied. Each subject was given

250 mg carbidopa orally 1 hr before the injection of FDOPA (5
mCi). A dynamic PET scan was initiated immediately after tracer
administration and a total of 18frames were acquired on a Siemens
Cr! 831-08PETscanner(SiemensGammasonics,Inc.,Des
Plaines, IL) with a scanning sequence of6 x 0.5, 4 x 3, 5 x 10and

FIGURE 3. AsetofROlsdrawnovertheputamenina normal
subject for applicationof the multiple AOl method.All ROIs are
ellipticalinshapeandhavethesamelong-axis.

3 x 20mm.Twenty arterialbloodsamplesweretakenatgradually
increasing intervals, with 12samples in the first 2 mm. Five to six
blood samples (at 5, 10, 20, 30, 60 and 120min)were biochemically
assayed by HPLC to give the percent composition of FDOPA,
OMFD and other metabolites at those time points. The FDOPA
plasma time-activity curve was generated from the total plasma â€˜8F
activity curve and the biochemical assayed data by a modeling

approach (4). Photon attenuation was corrected either by mea
sured (in two studies) or calculated (in three studies) correction
methods (23). PET images (128 x 128, pixel width = 0.157 cm) of
four different resolutions were reconstructed for each scan with the
same four filters used for the simulation data.

The FDOPA uptake constant (1(3) was calculated pixel-by

pixel utilizing the Patlak graphical analysis method to generate
the parametric image for the image plane that had the highest

contrast between the putamen and background. Each pixel
value of the parametric image represents the slope of the Patlak
plot (K3). In the Patlak analysis, the output function was the
dynamic image pixel values from 12 to 120 mm. To reduce the
contribution due to OMFD, each pixel of the images was sub
tracted by an image value of the cerebellum (a reference tissue
region which is devoid of dopaminergic terminals) at the corre

sponding scan time. The cerebellar image value was obtained from
ROIs on the cerebellum (4). The validity of the subtraction was
based on the assumption that the transport of OMFD across the
BBB was similar for all cerebral tissues (28). The input function
used in the Patlak analysis was the plasma FDOPA time-activity
curve.

Data Analysis
Multiple ROl Definition. A series of ROIs varying in size

from 0.4 cm2 to 10 cm2 (Fig. 3) were defined on the parametric
images of FDOPA uptake constant as well as on the computer

simulated images. Each set of ROIs consisted of 8â€”10regions.
For each subject, three sets of elliptical ROIs with three differ
ent long axes that are aligned with the center line of the putamen

(Fig. 3) were defined to examine the sensitivity of the method to
the ROI shape. Each set of ROIs was also shifted by one and

two pixels horizontally to test the sensitivity of the multiple ROl

method to the misplacement of ROIs. Elliptical ROIs were used
instead of rectangles because they are more commonly used in
practice and are closer to the shape of the putamen. This dcvi

ation from the theory is expected to increase the equivalent
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1
(0.56)*Hann

1
(0.74)Hann

0.7
(0.94)Hann

0.5
(1.24)Shepp

1
(0.56)Hann

1
(0.74)Hann

0.7
(0.94)Hann

0.5
(1.24)AectangleFWHM

Cb(1)
Width(1.1)0.56

0.97
1.090.75

0.97
1.090.94

0.97
1.091

.24
0.96
1.110.69

1.05
1.270.90

1.04
1.271

.13
1.01
1.271.53
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1.30EllipseFWHM

Cb(1)
Width(1.1)0.56
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1.080.75

0.97
1.070.94

0.97
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.24
0.96
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1.05
1.230.93

1.06
1.221

.20
1.01
1.201.64

1.16
1.18PolygonFWHM

Gb(1)
Width(1.15)0.61

0.98
1.170.80

1.00
1.151.01

1.02
1.131.36

1.02
1.130.69

1.21
1.180.89

1.21
1.141.11

1.22
1.131.49

1.19
1.12*Num@

in parentheses
reconstructedline source.represent

truevalues.The true FWHMfor each reconstructionfilteris basedon the imageprofile of a

TABLE I
FWHM,BackgroundUptakeandStructuralWidthEstimatedbythe ProfileandMultipleAOl MethodsfromNoise-Free

Simulated Data

FWHM value in Equation 2, which is similar to the effects for
realistic object shapes discussed earlier.

Profile Data. Profiles of 30 pixels long (4.71 cm) along the
horizontal direction of the image and crossing the center regions
(near one-third of the length from the anterior end) of the puta
men were obtained for each computer simulated image and for
each parametric image of the FDOPA uptake constant. The
average of three consecutive profiles of the parametric images
was used in the curve fitting.

Comparison with Single ROl and Thresholding Methods. A
single ROl was defined on the parametric image reconstructed
with Hanning filter at a cutoff frequency equal to the Nyquist
frequency. ROIs were drawn manually around the putamen
(size = 2.0â€”2.5cm2) and then applied to the other parametric
images of different resolutions. For the percent thresholding
method (20), the ROl value was the average of the pixel values
within 15% of the maximum pixel value within the entire puta
men area. The total area for the pixels above the upper 15%
threshold (above 0.85 x maximum pixel value) in the putamen
ROl varied from 0.7 cm2 for the highest resolution (Shepp
Logan filter at a cutoff of 1) to 2.7 cm2 for the lowest resolution
(Hanning filter at a cutoff of 0.5). The mean and standard dcvi
ation of the ROl values were calculated and compared to those
of the profile and multiple-ROI methods. The correlation be
tween the single ROl method and the two new methods was also
examined.

Regression Analysis. Profile and multiple-ROl measurements
were fitted by Equation 1 and Equation 2, respectively. For the
noise-free simulation data, C1,was fixed to the true value to
determine the appropriate FWHM value to use. The FWHM so
determined for the polygon was then applied to the noise-added

simulation data and to the real PET data to estimate the putamen
and background uptake constants and structural width. All data
fittings were performed using the least squares regression rou
tine in the BLD software package (24).

RESULTS
Computer Simulated Data

Two images of the simulated putamen are shown in
Figures 2b and 2c. The simulated putamen and caudate
were generated according to the polygon shown in Figure
2a. ROI values for the simulated noise-free images were
obtained from the set of ROIs shown in Figure 3 by
placing them on the images of four different image reso
lutions. The ROI values so obtained were found to fit well
by Equation 2 (correlation coefficient (c.c.) = 0.99). The
image profiles across the middle of the simulated putamen
(noise-free) were also found to fit well by Equation 1 (c.c.
= 0.99). The good fittings indicate that the functional

forms of Equations 1 and 2 can describe the data well.
Table 1 summarizes the estimation results for both the

profile and multiple ROl methods. Estimates of Cb and
width were generally close to the true values. As ex
pected, the estimated FWHM values in Table 1 were
shown to be larger than its true value. The estimated
FWHM values for the polygon shape were used for esti
mating C1, (for the noise-added simulation data) and K3
for the PET studies.

Figure 2c shows an image reconstructed from corn
puter simulated data with a noise level similar to that of
the real PET FDOPA images. The image profiles obtained
from the simulated images at four resolutions and their
fitting results are shown in Figure 4a. The ROI values are
shown in Figure 4b along with the fitting results from
Equation 2. The results from applying the profile and
multiple ROI methods for estimating the values of C1,, C@,
are shown in Figure 5. It includes the estimates for the
four different imaging resolutions. The estimates of C1,
and Cb are shown independent of the imaging resolution
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andareclose to the true values. Table 2 showsthe results
when the contrast between the putamen and its back
ground is lower. To compare the performance of the two
proposed methods to that of the single ROI and thresh
olding methods, the estimated C@by different methods at
four different resolutions are shown in Figure 6.

PET Data
Figure 7 shows a set of parametric images at four

different image resolutions of the FDOPA uptake con
stant K3 generated from a dynamic sequence of PET
images of a typical human FDOPA study. The pixel value
represents the FDOPA uptake constant at that location.
A higher value for the caudate and putamen regions as
compared to the background level is clearly shown.
These images also show a strong dependency of the im
age noise level on image resolution. The profiles and ROI
values from a set of these images are shown in Figure 8
together with their fitting results from Equations 1 and 2.

FIGURE 4. (a)Profileacrossthemiddleofthesimulatedpu
tamenin imageswith noiselevel similarto the PETFDOPA
studies. The profiles are the average of three adjacent profiles
(three pixels). Different symbols correspond to images from dif
ferent reconstruction fifters (square: Shepp 1; circle: Hann 1;
triangle:Hann0.7;unfilledcircle:Hann0.5).Thesolidcurvesare
fitting results of the data by Equation I . (b) AOl values as a
function of AOl size on the noise-added images of the simulated
structureof Figure2a. The curves are fitting results by Equation
2. Differentsymbolscorrespondto the four differentimaging
resolutionsasdescribedin (a).NotethattheAOlvaluesfromthe
imagesofallfourresolutionwerelowerthanthetruevalue(= 6)
even with a very small AOl.

@;0.0
Shspp I Hann.7 Shspp 1 Hsnn.7

Harm I H*nn .5 Harm I Hsnn .5

Profllâ€¢ MultIpis-ROl

FIGURE 5. EstimatesofC@,andcbbythetwonewmethods
for four different resolutions from the computer simulated im
ages.Theerrorbararethestandarddeviationsoftheestimates
in five noise realizations.

The measured ROI values are closely related to ROI size
and image resolution. Figure 9 shows the estimates of
(K3)putamen and (K3)@,ackg@ound by the new methods as a

function of image resolution.
Sensitivity of the K3 estimates to ROI misplacement,

ROI dimensional change, and profile locations were eva!
uated and the results are shown in Table 3. The estimates
were not sensitive to these factors except for a large
misplacement of ROl (0.314 cm). For the profile method,
moving the profile within the range of 1 cm near the
center part of the putamen did not affect the (K3)putamen
estimate significantly.

DISCUSSION

The small size (relative to imaging resolution) of mdi
vidual cerebral structures is a major problem for accurate
quantitative analysis of neurologic PET data. Consistent
and reliable results are difficult to obtain if quantitative
analysis is strongly dependent on image resolution, object
size and the ROl used. In this study, we have demon
strated that the profile and multiple ROI methods are able
to correct for the resolution-dependent partial volume
effect on the measurements of putamen FDOPA uptake
constant without requiring additional anatomical infor
mation from CT or MR scans. The two methods are also
less sensitive in defining ROIs than the conventional
method of using a single ROI.

As shown in Figures 4 and 8, the data obtained from
the profiles and multiple ROIs can be well described by
the fitting equations that are based on the assumption of
one-dimensional variation of the activity distribution.
Rigorously, only long rectangular structures satisfy the
assumption. However, by proper definition of the ROIs
or careful selection of the profile location and appropriate
adjustment of the FWHM in the fitting equation, the
results can be well approximated by the relationship
based on one-dimensional variations. As shown in Table
1, the magnitudeof the adjustmenton FWHM to corn

(a)

Image
Value

@a@e@

0 0 2.0 4.0 6.0 80

ROl sIze (cm'cm)
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Shepp1 Hann1 Hann0.7 Hann0.5 Shepp1 Hann1Hann 0.7 Hann0.5

8Num@rs in parentheses represent true values.
tNum@@ represent the averages of five noise realizations. The results from image contrast of 6 (C@= 6) are also shown in Figure 5.
*Numbers represent the averages of standard errors in the estimate.

TABLE 2
Uptake Constants Estimated by the Profile and Multiple AOl Methods from Simulated Striatum of Various Uptake Levels

C@(6)8
Cb(1)
width (1 .1 5)0.96 1.285.76t(o.35)*

(0.05)
(0.06)5.73(0.26)

1.01(0.08)
1.25(0.04)5.77(0.21)

1.03(0.07)
1.23(0.04)5.75(0.24)

1.04(0.07)
1.21(0.06)5.74(0.27)

1.16(0.08)
1.29(0.08)5.78(0.22)

1.21(0.02)
1.24(0.04)5.84(0.19)

1.23(0.04)
1.19 (0.03)6.00(0.15)

1.23(0.05)
1.13(0.02)C@(4)

Gb(1)
width (1.15)3.81

0.94
1.34(0.29)

(0.04)
(0.08)3.78(0.22)

0.99 (0.06)
1.32(0.06)3.79(0.18)

1.00 (0.06)
1.28(0.06)3.78(0.20)

1.01 (0.06)
1.26(0.10)3.77(0.22)

1.07 (0.07)
1.36(0.18)3.81

(0.19)
1.11 (0.01)
1.28(0.10)3.86(0.17)

1.14 (0.04)
1.22(0.08)3.99(0.15)

1.14 (0.04)
1.13(0.06)C@(3)

Cb(1)
width (1.15)2.86

0.95
1.40(0.27)

(0.04)
(0.12)2.82(0.22)

0.98 (0.06)
1.40(0.11)2.81

(0.18)
0.99 (0.06)
1.37(0.10)2.80(0.20)

1.00(0.06)
1.33(0.13)2.79(0.22)

1.03(0.07)
1.43(0.18)2.82(0.19)

1.06(0.01)
1.34(0.10)2.87(0.17)

1.09(0.04)
1.25(0.08)2.98(0.15)

1.10(0.04)
1.14(0.06)C@(2)

Gb(1)
width (1.15)1.90

0.90
1.81(0.28)

(0.02)
(0.64)1.86(0.20)

0.95 (0.05)
1.70(0.34)1.85(0.17)

0.97 (0.06)
1.63(0.28)1.64(0.17)

0.98 (0.06)
1.53(0.28)1.84(0.18)

0.98 (0.06)
1.66(0.35)1.86(0.17)

1 .00 (0.01)
1.52(0.22)1.90(0.15)

1 .04 (0.04)
1.34(0.18)2.00(0.14)

1.05 (0.04)
1.14 (0.35)

pensate for deviations from the basic assumption is a
function of both image resolution and structural shape.

FWHM adjustments for the multiple ROl method are
larger than those of the profile method. This is mainly due
to the use of elliptical ROIs that deviate from the theory
of assuming rectangular ROIs and partly due to the more
averaging by the multiple ROI method of data along the
length direction of the putamen. The larger adjustment
required at a lower resolution is primarily due to the more
pronounced two-dimensional spillover from the sur
rounding activity (i.e., more deviation from the assump

6.0

5.0

Cp

4.0

Sheppi Hann I Hann 0.7 Hann 0.5

FIGURE 6. C@,estimatesby differentquantitationmethods
from noise-added simulated data: profile (triangle), muftiple AOl
(square), single AOl (unfilled square) and 15% thresholding
(opencircle).C@estimatesfromthesingleAOlandthresholding
methodsare stronglydependenton imageresolutionandare
much lower than the true value of 6. The error bars are the
standarddeviationof the correspondingestimatesin five noise
realizations.

tion of an infinite long bar). However, dependency of the
adjustment amount on structural shape is not particularly
strong (mostly less than 0.5 mm). The effect of using a
slightly different FWHM (Â±1 mm) on the estimated C1,
and w has also been evaluated based on the noise-free
data of the simulated striata (Table 4). The effects on C1,
and w estimates were found to be inversely coupled and
were reasonably small except at low imaging resolutions.
The effect of adjusting FWHM on the Cb estimate is
generally small. Figures 5 and 9 show that the C1, or
(K3)putamen estimates from the profile and multiple ROI

methods are independent of image resolution for both

FIGURE 7. Parametricimagesof the FDOPAuptakecon
stant at four different resolutions [upper left: Shepp 1; upper
right:Hann1; lowerleft:Hann0.7;lowerright:Hann0.5)]froma
PET study of a normal subject (see text for procedure to gener
ate parametricimages).The gray scale of each imagewas
normalizedtothemaximalvalueofthatimage.

â€”*-â€” profile
â€”.-. M-AOl

â€”0--- smgle ROl
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Proflls MultIple-ROl

simulation and PET data, except for the small depen
dency of the (K3)put,@p@enestimates with the profile
method. Because the FWHM from computer simulations
was directly applied to the PET studies, some physical
factors (such as scattering and nonuniform sampling) and
anatomical factors (such as structural shape differences
of the putamen) were not accounted for and may thus
explain the small decrease of the (K3)putamenestimate with
a decreasing FWHM.

Axial positioning of the putamen relative to the image
plane is another important issue. The axial dimension of
the putamen in a normal subject is about 2.0â€”2.5cm,
which is relatively long compared to the axial resolution
(7 mm) of the PET scanner used in this study (25). Since
only the cross-sectional plane that intersected the middle
of the putamen was selected for analysis, the assumption
of negligible variation along the axial direction should be
an acceptable approximation. Possible error due to on
entation of the putamen was also tested. When the sim
ulated putamen was tilted sideways by 8 degrees axially,
a 3.2% decrease for the profile method and a 2.5% de
crease for the multiple ROI method were observed in the
C@estimate. An additional tilt of 8 degrees gave 11% and
8% changes in C1, estimates for the profile and multiple

0.00 â€”.

FiGURE 8. (a) Profilesacrossthe putamenof a normalstudy.
The symbols and curves represent, respectively, the measured
values and their fitting results from Equation 1 at four image
resolutions(square:Shepp1;circle:Hann1;triangle:Hann0.7;
open circle: Hann 0.5). (b) Measured AOl values and fitting
results from Equation 2 for image resolutions in Figure 7.

FIGURE 9. Estimatesof (Ks)putamenand(Ka)backgroundfrom
normal human studiesat four image resolutions.The error bars
arethestandarddeviationsof theestimatesof fivenormalsub
jects.

ROI methods, respectively. The result implies that small
variations in structural shape in the axial direction or non
abrupt activity transition between object and background
is not expected to significantly affect the C@ estimate.
Although we only considered two-dimensional activity
distribution in this study, the multiple ROI and profile
methods can potentially be extended to account for three
dimensional configurations of a structure to further im
prove quantitation.

Structures other than the putamen and caudate also
have specific FDOPA uptake and contribute to the back
ground level in parametric images (Fig. 7). Background
uptake implies that the correction method using a simple
recovery coefficient for the measured activity might be
incorrect for FDOPA studies because the spillover from
surrounding tissue to the putamen should not be cor
rected by the recovery coefficient. By including back
ground uptake as a variable parameter, the present meth
ods can properly account for non-zero background.
However, due to nonuniformity of background in
FDOPA images, the profile and background levels should
not be extended too far.

Parametric images give FDOPA uptake constants on a
pixel-by-pixel basis, which allows clearer examination of
the functional parameter's spatial distribution. In this
study, Patlak analysis was used to generate parametric
images of FDOPA uptake constant. This analytic ap
proach has been used previously for PET FDOPA studies
(2,26). With the use of the cerebellum as the reference
region, the uptake constant was shown to correlate well
with the uptake constant calculated from a model ap
proach (4). Although other regions may be used as a
reference (3,27) for measured activity from OMFD, no
significanteffect on the results is expected because
OMFD distributes uniformly over all brain regions (28).
Although Patlak analysis was used to generate the uptake
constant K3, the assumption of an irreversible uptake of
tracer is not rigorously valid for FDOPA in striatal tissue
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0.8 cm0.157 cm0.314 cmincreases 40%decreases40%(K3)PUtafT,efl
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(K3)beCkgrOund
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Width11.6

(Â±11.7)6
â€”19.3
(Â±42.4)

â€”9.67.0

(Â±9.8)
19.2

(Â±8.7)
â€”0.527.7

(Â±12.1)
46.1

(Â±25.3)
12.75.7

(Â±5.2)
7.4

(Â±15.3)
â€”2.56.5

(Â±28.1)
7.9

(Â±22.4)
â€”3.1(cm)(Â±13.0)(Â±12.5)(Â±28.8)(Â±8.2)(Â±20.1)6Standard

deviationof the percentchangefor the left and rightputamensof FDOPAstudiesin five normalsubjects.

. ProfileAeconstruction
filter FWHM - 1mm* FWHM + 1mm*Multiple

AOlFWHM

- 1mmFWHM +1mmSheppi

+5/â€”3
Hann 1 â€”7/+6 +8/â€”9
Hann 0.7 â€”9/+8 +13/â€”i5
Hann0.5 â€”12/+14 +21/â€”23â€”31+2.6

â€”5/+3.4
â€”9/+6.i
â€”12/+i3+4/â€”i

+8/â€”8
+13/â€”15

+33/â€”3i6Percent

changeof the estimatedC@from its true value.
tpercent change of the estimated structural width from its true value.
*@/@/HMinthefittingequationswasadjustedbya magnitudeof â€”1 of +1 mm.

TABLE 3
PercentChangesof EstimatedUptakeConstantsforMisplacedROIsandProfiles

(4). However, the clearance rate estimate (k4) of FDOPA
and its metabolites from stniatal tissue has not been found
to vary much in normals and in most disease states (4,26).
In these situations, the effect of assuming a zero k4 on the
estimated K3 value is predictable and correctable (26). In
other words, the use of Patlak analysis for generating K3
parametric images is not expected to impose any severe
practical limitation.

Patients with Parkinson's disease have reduced uptake
of FDOPA and hence lowered contrast between the pu
tamen and its background (31). For studies with a puta
men-to-background contrast as low as 2 : 1, the results
shown in Table 2 indicate that the accuracy of the esti
mated C@and Cb for the two proposed quantitation meth
ods are not significantly affected by the low contrast,
though the width is apparently overestimated. On the
other hand, when the putamen-to-background contrast is
extremely low, the spillover loss of activity from puta
men-to-background would not be as significant, and the
single ROI method is quite adequate for giving reliable
results.

Errors in neighboring pixels in the reconstructed PET
image are correlated (32), whereas least-square fitting
assumes independent noise. Usually, ignoring the noise
correlation in the estimation does not cause any signifi
cant bias in the estimates, as shown by the results in the

present study. However, the estimates may not be opti
ma!, especiallyin the caseof high noiselevel and low
contrast. The small bias shown in Figure 5 is believed to
be due to noise correlation in the image. In such cases,
the use of more sophisticated methods (33â€”35)that ac
count for noise correlation may potentially improve the
results.

For the multiple ROt method, a dimensional change of
the ROI size by 40% and a miscentening by one pixel had
no significant effect on the K3 estimate. The large stan
dard deviation for the decreased dimension of ROI (Table
3) is believed to be due to high statistical noiseof smaller
ROIs. Results estimated from the profile method are not
sensitive to change in the profile location for all four
image resolutions as long as the profile is within the
middle 1-cm section of the putamen. The estimated width
decreases as the profile location moves posteriorly. This
is consistent with tapering the physical size of the puta
men in the posterior side. The estimate of (K3)background
varies significantly as the location of the profile is
changed. This is probably due to the influence of higher
image values in such adjacent tissue structures as the
thalamus and caudate that are near the medial-posterior
and anterior sides of the putamen. The relative insen
sitivity of the estimates for placement of ROIs and locat
ing profiles and the resolution independence of the two

TABLE 4
Percent Change of C1,and Width Estimates due to Inaccurate FWHM
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quantitation methods indicate that they are usable for
estimating (K3)putamen for cross-comparison of results
from different laboratories or investigators. The only
questionable issue is that these methods appear to give a
larger variability (about 1.5 times of that of the single ROI
method), particularly at the lowest resolution (its coeffi
cient of variation is 2.5 times of that of the single ROI
method), mainly because the assumption of one-dimen
sionalvariationis no longera goodassumptionat sucha
low resolution Also, the coefficient of variation for the
single ROl method is expected to be larger if the ROIs
were defined individually on each image. The intersubject
variability of PET data and subjectivity in defining ROIs
make objective comparison more difficult.

The major advantage of the profile and multiple ROI
methods over conventional methods is that they account
for image resolution. As shown in Figure 6, the C1,value
from the conventional methods are underestimated and
have a larger variation across different resolutions, while
the present methods give results closer to the true activity
and are not affected by image resolution. A comparison of
estimates from different methods indicates a good corre
lation between the present methods and the single ROI
method (c.c. = 0.82â€”0.95)for data from five normal sub
jects. This implies that no significant amount of additional
error was introduced when applying the profile and mu!-
tiple ROI methods. Results in this study indicate that
these methods have definite advantages over conven
tional method for cases of moderate and high spatial
resolution (FWHM < width of structure). However, if
FWHM resolution is larger than the structural width or
the stniatum-to-background contrast is low ( 2.0), or
there is significant deviation from the uniform activity
assumption for the stniatum and the background, the con
ventional method probably should be used and partial
volume effect should not be corrected.

These two methods have comparable performance in
terms of accuracy and error sensitivity (Fig. 6, Tables 3,
4) for most situations. However, for images of higher
noise condition, the multiple ROI method is expected to
give more stable results because more pixels are used.
For studies that require both accurate estimation of struc
tuna! width and background uptake, the profile method is
more appropriate. Regardless of the method used, con
recting for partial volume effect in images at very low
resolutions becomes more difficult because the putamen
and caudate activities are not distinguishable and the
imaged activity is a mixture of activities from the puta
men, caudate and internal capsule (tissue between the
caudate and putamen).

Based on the one-dimensional simplified model, these
methods can account for background uptake and provide
FDOPA uptake rate constants that are independent of
image resolution. The implementation of these two meth
ods for routine use is relatively simple and no data from
other imaging modalities are required. Although the

structure of the putamen and FDOPA uptake do not
rigorously satisfy all the assumptions stated in the theory
section, they are reasonable approximations that allow
the application of Equations 1 and 2 to the FDOPA data.
For application of these two methods to other structures
of grossly different shape, modifications may be needed
and the accuracy needs to be carefully assessed. These
proposed quantitation methods, which can estimate the
structural activity level, background level and size simul
taneously, are expected to be useful for improving the
quantitative results of FDOPA PET studies.
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SELF-STUDY TEST

Gastrointestinal Nuclear Medicine
Questions are taken from the Nuclear Medicine Self-Study Program 1,

published by The Society of Nuclear Medicine
DIRECTIONS

The following items consist of a heading followed by lettered options related to that heading. Select the one
lettered option that is best for each item. Answers may be found on page 694.

FIgure 1 (continuedonpage694)
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True statementsconcerningscintigraphyfordetectionof
Meckel's diverticulum include which of the following?

1. Pretreatment with cimetidine increases the frequency
of false-negative studies.

2. Uterineblood-poolactivityoccasionallycausesfalse
positive studies.

3. Smallbowelduplicationisusuallydistinguishablefrom
Meckel'sdiverticulum.

4. Technetium-99mpertechnetateisselectivelyconcen
trated in parietal cells of ectopic gastric mucosa.

TruestatementsregardingMeckel'sdiverticulainadultsin
dude which of the following?

5. Most are symptomatic.
6. Two-thirds of affected elderly patients present with

melena.
7. Technetium-99mpertechnetateimaginghasa sensi

tivity of greater than 80%.

A 35-year-old man was admitted with abdominal pain, me
lena,andorthostatichypotension.Uppergastrointestinal
endoscopy to the second portion of the duodenum was nor
mal. Melena persisted and the patient required multiple
transfusions.Colonoscopyto the hepaticflexuredemon
stratedmelena,butnoactivelybleedinglesion.Thecolono

scope could not be advanced further because of spasm.
Scintigraphy with 99mTc-labeledred blood cells was per
formed(Fig. 1). Imageswere takenat 5, 10, 15, and 20
minutes.
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