
ment of both myocardial tissue and arterial blood con
centrations of a tracer as a function of time. In current
state-of-the-art PET systems, the reconstructed image
resolution is sufficient to enable the delineation of the
radionuclide concentrations in the left atrium or ventricle
of the heart (18, 19). Therefore, image-based arterial
blood curves can be substituted for direct arterial sam
pling from the patient, producing greatly simplified study
protocols (20). When designing these quantitative cardiac
PET protocols, temporal sampling schemes sufficient for
the characterization of both the arterial blood and tissue

time-activity curves should be developed.
Published investigations examining the optimization of

kinetic 2-fluoro-2-deoxyglucose neurological PET studies
have shown that study protocols using initial scans length
of less than 30 sec duration produce very small errors in
the estimation of kinetic rate constants (21, 22). In each of
these reports, input functions obtained from direct arte
rial sampling were used in the analysis. Since the radio
nuclideconcentrationin blood changesmuch more rapidly
than the tissue concentration during the infusion stage,
more demanding sampling requirements must be imple
mented to minimize errors in image-based input functions
for quantitative cardiac PET studies. Herrero et al. (23)
studied the effects of frame length, total scan duration and
temporal shifting of the input function relative to the tissue
curve on parameter estimation. These results demonstrated
that these phenomena can cause significant bias.

In this work, we investigated the image sampling re
quirements for dynamic PET studies of the heart as a
function of the input function shape using simulated data.
Scanning protocols which reduced the bias and variance
of kinetic model parameters were determined. The results
of this study provide optimized imaging protocols for a
variety of input function shapes.

MATERIALSAND METHODS

Noise-Free Sampled Input and Tissue Curve
Simulation

Simulated noise-free data used in this study were produced
utilizing a two-compartment model represented by:

The utilization of image-derived input functions is becoming
common in quantitative PET studies of the heart. Conse
quently, imaging protocols must be designed to sample both
blood and tissue concentrations adequately. Most clinical
imaging protocols consist of a series of short initial scans to
measure the rapid change in blood and tissue tracer concen
tration levels, followed by scans of gradually increasing length.
The numberof initial short scans must be matchedto the shape
of the input function. In this paper, noise-freesimulationstudies
were performed to evaluate the effect of temporal sampling
on estimates of the parameters of a two-compartment kinetic
model. in addition, the consequences of varying tracer infu
sion length and timing were studied. The kinetic model pa
rameters' bias decreased when infusion times were length
ened or sampling rates increased. Our results indicated that
tracer infusions of 30 sec were best suited for these studies.
Two currentlyemployedclinicalimagingprotocolswere then
optimized for use with this infusion scheme. Ten initial scans
with durations of 10 sec, or twenty of 5 sec length produced
unbiased estimates of kinetic model parameters that de
scribe myocardial physiology. Noisy simulations with the
equivalent of one million events confirmed these results.

J NucIMed1993;34:440â€”447

nvestigation of cardiac physiology with positron emis
sion tomography (PET) usingcomplex acquisition proto
cols and quantitative data analysis is becoming more
prevalent. Application of these methods for the evalua
tion of myocardial perfusion (1â€”5),metabolism (6â€”8)and
neurophysiology(9â€”13)iscurrentlybeingperformedin a
growing number of institutions. Many important factors
such as tomographcount rate capabilities, scatter, atten
uation and the influence of poor image resolution (tomo
graph and cardiac motion) have been investigated for
cardiac PET (14â€”17).The estimation of the rate of phys
iological processes in cardiac PET involves the measure
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TABLE I
Clinical Imaging Protocols

4 x 5 sec,

6 x 5 sec,
8 x 5 sec,

10 x 5sec,
12 x 5sec,
14 x 5sec,
16 x 5sec,
18 x 5sec,
20 x 5 sec,

ImagingsequenceProtocolname

A
B
C
D
E
F
G
H

J
K
L
M
N
0
P
Q
A

Coarse

Fine

2 x 10sec,3 x 20 sec.2 x 60 sec,2 x 150sec.4 x 300sec3
x 10sec.3 x 20 sec.2 x 60 sec.2 x 150sec.4 x 300sec4
x lOsec,3 x 2Osec,2 x 6osec,2 x l5Osec,4 x300sec5
x 10 sec,3 x 20 sec.2 x 60 sec.2 x 150 sec.4 x 300sec6
x 10sec,3 x 20 sec.2 x 60 sec,2 x 150sec.4 x 300sec7
x 10sec.3 x 20 sec.2 x 60 sec.2 x 150 sec.4 x 300sec8
x 10 sec.3 x 20 sec.1 x 60 sec.2 x 150sec.4 x 300sec9
x 10sec,3 x 20 sec.1 x 60 sec.2 x 150sec.4 x 300sec10
x 10sec,3 x 20 sec.1 x 60 sec.2 x 150sec.4 x 300sec

3 x 20sec,2 x 60sec,
3x20sec, 2x6osec,
3 x 20 sec.2 x 60 sec.
3x20sec, 2x6osec,
3x20sec, 2x6osec,
3x2osec, 2x6osec,
3 x 20 sec. 2 x 60 sec,
3 x 20sec.2 x 60 sec.
3x20sec, 2x6osec,

2xl5Osec, 4x300sec
2xl5Osec, 4x300sec
2xl5Osec, 4x300sec
2xl5Osec, 4x300sec
2xl5Osec, 4x300sec
2xl5Osec, 4x300sec
1 x l5Osec, 4 x 300sec
1 x l5Osec, 4 x 300sec
1 x l5Osec, 4 x 300sec

Csim(t) K,e@ k2t Â® Ca(t),

where Csim(t) @Sthe simulated radionuclide concentration in a
region of the myocardium, Ca(t) @5the input function and Â®
represents the convolution operation. K, and k2 are the standard
two-compartment tracer transport parameters. The process of
obtaining input functions from blood-pool images was simulated

using the following equations:

1 ft2
Csa(tm) = I Ca(t) dt

(t2 _ t,) J@,

tI + t2

tm

C,@,(tm) @5the simulated radionuclide concentration in the

blood at time tm. The values of t, and t2 are the start and stop
times of each frame. The parameter tm is the mid-time between
ti and t2. Ca(t) @5an input function measured continuously (at

1-sec intervals) from a H@5OPET study performed in our labo
ratory (24). The input function was integrated over the time
limitssetby the protocol.The resultwas thendividedby the
frame duration to produce input function data values in units of
cps. Different infusion times were simulated by convolving the
original input function with variable width step functions equal
to the desired infusion times. Examples of the input functions
used are shown in Figure 1A.

Tissue concentration sampling was simulated by integrating
the analytical expression for the tissue response curve (Equa
tion 1) over the individual frame times. This procedure is similar
to that used to calculate the input function and is describedby
Equation 3:

1 (t2 (t2
Csc(tm) = (1 â€”BV) I Csim(t) dt + BV I Ca(t) dt ,

(t2 _ t,) iti Jt,

Eq. 1 where C@(tm) @5the sampled tissue response curve determined
at thescanmidpoints(tm).BV is a parameterwhichrepresents
the fraction of the input function which contributes to the mea
sured region of interest (ROI) activity, C5@(t)(5). It reflects the
amount of blood spillover present in a region caused by finite
scanner resolution, cardiac motion and vascularization. The
symbols Csim(t), Ca(t), ti and t2 are the same as those in the
previous equations. A blood volume of 0.5 was used. This value
has been shown to produce a good tradeoff between bias and
variance(25). In thesimulation,all datarepresentradionuclide

Eq. 2 concentrations corrected for radioactive decay.

Sampling Protocols
A series of scanning protocols consisting of uniform length

frames, ranging in duration from 2 to 20 5cc, was used to exam
inc the frequency components of tissue and blood curves and
corresponding modulation transfer functions. Each of these se
quences was 1,800 sec in total duration. The protocols used to
determinerealistic optimal samplingsequencesfor PET studies
were divided into two categories: coarse and fine. The coarse
protocols consisted of frames with five different lengths. The
first set were 10 sec long and were varied in number to find an
optimum. The rest of the sequence contained three 20-sec
frames followed by either one or two 60-sec frames, two 150-sec
frames and four 300-sec frames. The longest of the coarse pro
tocols was 1,750 sec long, the shortest was 1700sec in duration.
The fine scanning sequences utilized initial frames of 5 sec. The
remainder of the fine scanning protocols were identical to the
coarse sequences. Specific sampling protocols are listed in Ta
ble 1. The greatest difference in total length between any two of
the protocols listed in this table is 50 sec. Herrero et al. (23) have
demonstrated that kinetic parameters calculated using scanning
protocols lasting more than 90 sec are insensitive to such small

Eq. 3 differences in length.
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Frequency Responseand ModulationTransfer
Functions

The effect of different sampling rates on input function mea
surements was determined by calculating the frequency spectra
of these functions. A discrete Fourier transform algorithm (26)
was applied to the uninterpolated input functions sampled from
the left ventricular blood pool. These data were simulated using
Equation 2. A spectrum was calculated for sampling periods of
2, 4 and 8 sec. Modulation transfer functions (MTFs) were
produced by taking the ratio of these spectra with the frequency
spectrum calculated from the same input function sampled at a
period of 1 sec. The bolus input function was used in order to
demonstrate the worst-case effect of undersampling.

Sampling Induced Bias in Kinetic Rate Constants
The amount ofbias caused by insufficient sampling and timing

delay was determined by fitting the simulated data with Equa
tion 4 using an unweighted nonlinear, least squares algorithm
(27).

jt2 jt2
Csc(tm) = (1 â€” BV)@ K,e k2t Â® C@(t) dt + BV@ Ca(t).

Jt, Jt1
Eq. 4

Cisa(t) was obtained by linearly interpolating Csa(tm) onto a
1-sec grid. The values determined by the fitting procedure for
K,, k2 and BV were then compared to the values supplied to the
data simulation algorithm to assess the amount of bias and
variance introduced by the sampling process. The infusion time
was varied in order to determine its effect on bias.

In addition, we studied the sensitivity of different sampling
sequences to temporal shifts of the input function. Unlike Her
rero et al. (23), we utilized scan protocols that contained non
uniform length frames. These protocols are more representative
of those used clinically. Delays from 0 to 20 sec were studied at
four different flow states: K, = 1 ml/g/min, k2 = 1/mm; K, = 1
ml/g/min, k2 = 0.3/mm; K, = 0.2 ml/g/min, k2 = 0.022 1mm; and

K, = 3 ml/g/min, k2 = 0.3/mm.

Noise Simulation
The effect of statistical noise on the sampling requirements

was studied using a series of simulations. The first step in this
process was to create a simulated dynamic heart phantom which
possessed desired blood and tissue kinetics (25). This phantom
model mimics the motion of the myocardium during the cardiac
cycle. The radionuclide concentration in the myocardium and
the blood pool was calculated using Equation 1 and the input
function. The resulting digital dynamic heart phantom was
â€œscannedâ€•with a PET scanner simulator (28).

An ROl analysis method developed by Huesman (29) was
used to produce the data that was to be fit. A circular ROI was
placed in the left ventricle and another was placed in the center
of the myocardium at a position where the blood volume frac
tion was approximately 0.5. The left ventricular region was used
to determine the simulated input function. The ROIs were for
ward projected and filtered with a ramp filter to produce ROl
sinograms. These sinograms were then multiplied by the emis
sion sinograms. The resulting data were integrated to produce
mean values and standard deviations for each ROl. Each plane
contained the equivalent of 1 million true counts summed over
all frames. The noise level for the fine protocols measured as the

percent error (standard deviation/mean) at peak counts was
approximately 9%. As in the case of the noise-free simulations,
it was assumedthat the data hadbeencorrected for radioactive
decay.

Given the mean and variance for each time point in each ROl,
it is possibleto createmany different realizationsof the data. A
Gaussian distribution with the mean and variance specified by
the ROl analysis routines was sampled to produce the noisy
data. Two hundred realizations were produced for each ROl.
The data from each realization were fit (using uniform weight
ing) with Equation 4. From these results it was possible to
estimate how the presence of statistical noise affected the bias
and variance produced by inadequate temporal sampling.

RESULTS

Simulated Tissue and Blood Curves
Examples of early portions of the arterial blood and

myocardial tissue curves utilized in this study are shown
in Figure 1. Panel A shows the simulated arterial blood
curves for a bolus injection of tracer in addition to infu
sions of 30, 60 and 90 sec. In panel B, the effects of
sampling on the image-derived input function from a bo
lus injection is demonstrated. Panel C shows the sampled
input function obtained using a 30-sec infusion. In panel
D, the simulated tissue-response to a 30-sec infusion is
presented for a kinetic model configuration of K, = 1.0
mug/mm and k2 = 1.0/mm.

Frequency Response and Modulation Transfer
Functions

The Fourier transformsof the input functions shown in
Figure 1A are presented in Figure 2. Increasing the infu
sion time of tracer administration acts like a low-pass
filter, attenuating the high frequency content of the data.
Figure 3 shows the MTFs for the uniform 2-, 4- and 8-sec
sampling protocols. The loss of high frequency informa
tion with increasing sampling duration is evident.

Sampling Induced Bias in Kinetic Rate Constants
In Figure 4, the percent bias in kinetic rate constants is

plotted as a function of uniform sampling period for the
bolus and slow infusion input functions. This figure
clearly demonstrates the significant levels of bias which
result when the samplingprotocol is not optimally
matched to the blood and myocardial curve shapes.

The temporal relationship between the initiation of a
sampling protocol and the arrival of the tracer in the heart
also has a significant effect on the bias of kinetic rate
constant estimates. Figure 5 demonstrates the range in
bias in K, which may be observed as a function of PET
sampling protocols for a 30-sec infusion.

Noise Simulation
Six combinations of sampling protocols and infusion

times were selected to study the bias and variance caused
by noise in the data. The outcome of 200 realizations are
shown in Figures 6 and 7. The error due to counting
statisticschangedwhendifferingnumbersof totalequiv
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FIGURE 1. Inputfunctionsandtissuecurves.(A)ThefourInputfunctionsusedinthesimulations.Eachsimulatesa different
infusion length. (B) Simulated sampled input functions using a bolus infusion. (C) A simulated sampled input function using a 30-sec
infusion. (0) Simulatedsampledtissue curve (K1 = 1 ml/g/min, k2 = I mug/mm)from a 30-sec infusion.

alent counts were used. For example, decreasing the total
number of counts to 500,000 increases the percent error
from 9% to 15%. Likewise, the coefficient of variation
(COV) increased from 30.5% to 53.44%. If the total num
ber of counts is increased to 1.5 million, the percent error
becomes 6.3% (at peak counts) and the COV is reduced
to 27.4%. These results were calculated for the protocol
usingten initial5-secframes.

DISCUSSION
Quantitative PET studies of cardiac physiology based

upon tracer kinetic modeling principles require measure
ment of the temporal behavior of radiotracers in the ar
terial blood supply. While there are several systematic
factors that can affect quantitative PET measurements
(e.g., Compton scattering, motion and partial volume ef

fects), insufficient temporal sampling of the data is a
fundamentalsourceof error. It thereforehasa significant
influence on the bias and variance of the parameter esti
mates calculated from the acquired data. In current state
of-the-art PET tomographs, image resolution is sufficient
for the delineation of either the left ventricle or left atrium
blood pool from myocardial tissue. In many of these
studies, the positron-emitting tracer is administered as an
intravenous bolus. This form of administration produces
a rapidly changing concentration of the tracer in the ar
terial blood and myocardium during the initial minutes of
the study. While bolus infusions are optimal from the
standpoint of physiological parameter estimation, they
impose important sampling requirements for PET. The
balancingof the optimizationof the imagesamplingpro
tocols with the minimization of the total number of time

Sampling Requirements for Cardiac PET â€¢Raylman et al. 443



5 10 IS 20

I,@

0 0
0

a
.10 a@

a Bolus Infusion

-20 Â° 30sInfusion

a@ Infusion
â€¢90sInfusion

-30
0 5 10 IS 20

Sampling Period (s)

10
0 Bolus Infusion

S@ 305InfusIon

a@ Infusion6

4

2

â€œâ€¢

90sInfusion

0
a

0 0

1.0

::AAA0.4Â°
2sSamplingA4I4@-@0-@

4@ SamplingÂ£
a0.28S

Samplinga

16sSampling0.0

â€¢ .
0.00 0.01.

.

0.02.

A)
10

700000 0 BolusInfusion

0 34@ Infusion
61 600000

.= a 60s Infusion
@ 500000

.â€” S 90s Infusion

â€œI@ 300000
I

200000

100000
Â°0@@ DODD

0@
0.00 0.01 0.02 0.03

Frequency (Hz)

5)
5)

B)

.@

5)

a

0

0

0

FIGURE 2. InputfunctionFourierspectra.TheFourierspec
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points imaged in a routine study becomes an important
concern.

Figure 2 shows the frequency spectrum of each of the
input function shapes considered for this study. As ex
pected, increasing the length of the tracer infusion atten
uates the high frequency components of the input func
tion. Since these functions are convolved with the
mathematical model describing the underlying cardiac
physiology,attenuatingthe frequencycontentof the in
put function is equivalent to attenuating myocardial tis
sue information used to estimate the physiological model
parameters.In Figure 3, the MTFs for three uniform
image sampling protocols are compared. It is evident
from this figure that as the sampling duration is increased,
the recovery of high frequencies in the input function
become drastically impaired. The primary objective of

a

â€¢

0

Sampling Period (5)

FIGURE 4. Noise-freeuniformframelengthresults.(A)Bias
in K1 as a function of indMdual frame duration. (B) Bias in k2 as
a functionof frame duration.For each plot, four differentinfusion
times are shown.

the optimization studies therefore is to find the best bal
ance between the loss of information due to input func
tion shape and the loss due to the sampling protocol. In
Figure 4, the combined effects of input function shape
and sampling frequency on the estimates of parameters
for a two-compartment model are demonstrated. These
results represent noise-free simulations of both the myo
cardial and blood time-activity curves. Under these con
ditions, it is clear that the major factor which produces
bias in kinetic rate constants is the relationship between
sampling frequency and input function shape. The input
function's shape does not significantly bias the rate con
stant estimates if the sampling is sufficient. This is dem
onstrated by the 60- and 90-sec infusion data. It should be
noted that the bias in K, is much greater than that in k2.
This is to be expected, since the estimation of K, is much
more dependent upon the sampling of the input function
and the initial rise of the myocardial curve than is k2.
Therefore, K, bias caused by undersampling is especially
sensitive to blood volume fractions and flow rates. Since
the major effect is on K,, the sampling recommendations
we propose are applicable for use with any tracer kinetic
compartmental model that has a single transport process
between capillary blood and tissue. When statistical noise
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FIGURE 3. Modulationtransferfunctions.Thesefunctions
werecalculatedfromthe bolusinputfunctionusingfourdifferent
scanningprotocols.Eachof the protocolsutilizeduniformlength
frames.
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increased,the sampling bias is eliminatedand 20 bias values are overlaid at the same point on the plot.

consistentwith experimentalPET studiesis added,the
variance in parameter estimates increases with increasing
tracer infusion times (Figs. 6 and 7). The variance in
crease is the result of filtering produced by the infusion
length.

When designing cardiac PET study protocols with a
minimum number of images, an important consideration
isthestabilityof theparameterestimatesasa functionof
temporal alignment between tracer injection and the sam
pling protocol. When the scanning protocol chosen does
not the meet the required sampling requirements, the bias
in theparametersestimatedfromtheresultingdatashows
high sensitivity to tracer arrival times. As the sampling
protocols become more closely matched with the sam
pling requirementsof the blood curve, the bias in the

kinetic model parameters becomes independent of tracer
arrival (Fig. 5). This plot also demonstrates that the rel
ative kinetics of the myocardium can affect the bias.
Since the input function is sharper than the tissue-re
sponse curves, it requires much higher sampling rates.
Therefore, if the imaging protocol is matched to the input
function, it will be de facto matched to the tissue curve.
This is true even if blood-pool spillover into the myocar
dium is high.

A comparison of Figure 7 to Figure 5 demonstrates that
the bias in K, is increased by the presence of statistical
noise. This behavior is most likely due to the strong
correlation between the input function and the tissue
response curve. The correlated error is not accounted for
in thefittingprocessandthereforecontributesto thebias.
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Huesman and Mazoyer (30) have demonstrated that this
condition introduces significant bias in K,.

Clearly, it is important to carefully balance the choice
of tracer infusion length and imaging protocol. The infu
sion duration should be short enough to minimize noise
induced variance, yet long enough to enable clinically
useable scanning protocols to achieve sufficient temporal
sampling of the input function. It must also sample the
input function sufficiently to reduce sensitivity to tempo
ral misalignment between the input function and tissue
curve. Our investigation demonstrated that a 30-sec infu
sion most closely met these criteria. We limited the study
to scanners whose shortest achievable frame length was 5
sec. If a scanner capable of shorter frames is available
then the use of a shorter infusion time could be consid
ered. Once the infusion length has been selected, the
imaging protocol must be chosen. The major design pa
rameters are the number and duration of the initial
frames. The simulations were confined to protocols with
5- and 10-sec initial frames. The noise-free results showed
that there must be at least ten 10-sec frames or twenty
5-sec frames to obtain stable and small biases in K, and
k2. The results from the noisy data confirmed that reduc
tionsin biasare obtainedby followingtheseguidelines.
We have found that the COY is strongly dependent upon
the number of counts contained in the study. A reduction

FIGURE7. Noisydataresults(fineprotocol).(A)BiasinK1
calculatedfrom 200 realizations.(B) COV calculatedfor K1. The
flow parameterswere set as K1 = 1 ml/g/min and k2 = 1/mm.

in the number of total counts, and therefore the counts
per frame, increased bias and variance. Also, reducing
the length of the initial frames reduced bias, but increased
variance. Thus, it is highly desirable to increase the num
ber of counts per frame while decreasing their length. Our
recommendations were made assuming the fitting algo
rithm applieda linearinterpolationprocedureto the tis
sue curves. It is likely that other interpolation methods
(such as a spline fit) will produce slightly different input
function curve shapes. This is due to the different re
sponses these algorithms can have to undersampled data.
Therefore, care should be exercised when implementing
our suggested protocols.

CONCLUSION

In this work, the accuracy and precision of kinetic
model parameters estimated from cardiac PET studies
utilizing image-derived input functions were investigated
asa functionof inputfunctionshapeandimagesampling
rate. From the results of this study, it is clear that care
must be taken to match the input function with the imag
ing protocol to achieve minimum bias and variance in
kinetic parameter estimates.
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