
instrumentation to evaluate and standardize performance
measurements. There has been ongoing communication
and discussion among the three groups, however, there
remain some differences in philosophy between the effort
of the SNM and NEMA groups (henceforth referredto as
the SNM/NEMA tests) and the European effort (EEC
tests).

There are three important tasks to accomplish in stand
ardizing performance measurements. The first is to estab
lish a common methodologic languagethat clearlydefines
the experimental measurements which are to be per
formed. The second is to develop tools for performance
evaluation and to provide reliabletests that can be used to
evaluate different scanners, despite the differences that
exist among them. The third is to structure the tests so
that one can use them to understand and predict the
accuracy of data from realistic in-vivo studies. The first
task is relatively straightforward, but the latter two are
more difficult. In evaluating scanners, it is clear that each
scanner has its own strengths and weaknesses, and the tests
should be able to illustrate both. The tests need to be
designed to be applicable to all types ofscanners, including
brain and body, conventional (non-TOF) and time-of
ifight (TOF), slice-oriented imaging with septa, and vol
ume imaging without septa. Realistic predictions of in
vivo performance are difficult to make for any scanner,
since a phantom can only approximate the activity distri
bution in a subject.

This paper will briefly describe the individual SNM/
NEMA tests and discuss the rationale for each one, includ
ing what the test does and does not measure. Rather than
show data taken with specific PET scanners, examples of
the measurement procedures will be illustrated with sim
ulated data. A comparison between the SNM/NEMA pro
tocol and that of the EEC will be pointed out for each
measurement. The EEC document has been completed
and is available from the Commission of the European
Communities (2).

A standardset of performancemeasurements is proposed
foruse withpositronemissiontomographs.Thisset of meas
urements has been developed jointly by the Computer and
Instrumentation Council of the Society of Nuclear Medicine
and the NationalElectricalManufacturersAssociation.The
measurementsincludetestsof spatialresolution,scatterfrac
tion, sensitivity,count rate lossesand randoms,uniformity,
scatter correction, attenuation correction, and count rate
lineanty correction.

J NucIMed 1991,32:2342â€”2350

few years ago the Computer and Instrumentation
Council of the Society of Nuclear Medicine (SNM) rec
ognized the need to standardize the measurement of per
formance of positron emission tomography (PET) scan
ners as the number of PET centers was starting to grow
rapidly. A committee was organized to standardize per
formance measurements for the users of PET scanners for
such purposes as acceptance testing. The National Electri
cal Manufacturers Association (NEMA) also formed a
committee, shortly after, to develop performance meas
urement standards for PET instruments in a manner sim
ilar to their effort for scintillation cameras (1). The two
groups decided to cooperate and exchange information in
an effort to unify the needs of both groups, since many of
the tests needed to specify an instrument in the factory are
the same tests that are used for acceptance testing at a
user's facility. At the same time, the European Economic
Community (EEC) Concerted Action of Cellular Regen
eration and Degeneration organized a task group on PET
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It is important to recognize that this paper does not
represent an official standard endorsed by NEMA, since
that will requireapproval ofthe NEMA Codes and Stand
ards committee of the document presented to them. A
separate NEMA document is currently being prepared (3),
which contains more precise language on how to perform
the tests and analyze the results for the same group of
measurements. The close cooperation between the mem
bers of the SNM and NEMA committee members (who
are represented by the author list) has led to a general
agreement on all of the tests, and one unified proposal for
PET performance standards.

PERFORMANCETESTS

The performancetests are divided into two groups. The
first group includes the basic intrinsic measurements of:
(1) spatial resolution (2) scatter fraction, (3)true sensitivity,
and (4) count rate losses and randoms. The second group
includes measurements of the accuracy of corrections for
physical effects, specifically: (5) uniformity correction, (6)
scatter correction (7) attenuation correction, and (8) count
rate linearity correction. The only isotope that is used is
â€˜8F,which of course requires a cyclotron. It is the experi
ence of the authors that 68Ga, which is available from a
generator, is not as simple to calibrate for the sensitivity
and count rate measurements and the longer positron
range precludes its use for spatial resolution. Each test
requires that the operating parameters of the scanner be
adjusted as they would be for a typical patient study,
including the energy window, axial acceptance angle, co
incidence time window, and slice thickness. The data
processing and reconstruction algorithms should also be
the same as used for a typical patient study, although some
tests require the use of a ramp reconstruction filter for
standardization among systems. System International (SI)

units are used for all reports of performance measure
ments, although customary units such as millicuries for
activity can be included in parenthetical statements along
with the SI unit of Becquerels.

The EECgroup includes similar tests for the four intrin
sic measurements as well as for uniformity correction. The
other tests of accuracy of correction were discussed but
not included in the final set of measurements.

Phantom
The PET performance phantom (Fig. 1) is a fillable

cylinder of Lucite (polymethyl methacrylate) with an out
side diameter of 20.3 Â±0.3 cm and a wall thickness of 0.3
Â±0. 1 cm (which corresponds to a standard 8 inch tube
with a wall thickness ofO. 125 inch). The interior length of
18.5 cm was chosen since it is longer than the axial field
of-view (FOV) of all current machines. In the event that a
machine has an axial FOV longer than the phantom, the
phantom will need to be positioned more than once to
measure slice sensitivity and scatter fraction for the whole
axial length. The performance phantom is larger than a
head but smaller than a body, and therefore serves as a

FIGURE1.ThePET
performance phan
torn is 20 cm in di
ameter by 18.5 cm
long and is shown in
four configurations:
(A) for sensitivity,
count rate losses,
uniformity,andcount
ratelinearitycorrec
tion,(B)forscatter
fraction,(C) for scat
ter correction, and
(D) for attenuation
correction.

compromise for both types of imaging. The phantom is
shown in four configurations in Figure 1: (A) with no
inserts for the sensitivity, count rate losses, uniformity,
and count ratelinearitycorrection measurements;(B) with
line source inserts at 0, 4.0 and 8.0 cm radii for the scatter
fraction measurement; (C) with a 5-cm diameter fillable
Lucite cylinder (for water) at 6 cm radius for the scatter
correction measurement; and (D) with three 5-cm diame
ter cylindrical inserts of different attenuation at 6 cm
radius for the attenuation correction measurement; two
are fillable (for air and water) and one is solid Teflon (for
bone).

The outside dimensions ofthe source used for the spatial
resolution and axial profile measurements, which are per
formed in air, should be no larger than 2 mm in diameter
for the line, or in all directions for the point. The source
should be made with â€˜8Fin either a needle or capillary
tube.

The EEC tests utilize the same cylindrical phantom, as
well as an additional body-shaped phantom, together re
ferred to as the EEC Emission phantom. There are three
configurations of this phantom to simulate brain (al
though, as noted, the performance phantom is largerthan
a head), heart, and thorax imaging (3). The phantom
allows for line source and point source inserts for the
spatial resolution tests, which are performed in water.

Intrinsic Measurements
Spatial Resolution. The purpose of the measurement of

spatial resolution is to characterize the width of the image

point spread function (PSF), which is reported as the full
width at half-maximum (FWHM). A line source is posi
tioned along the axial direction for the measurement of
the transverseresolution in two directions;along the radial
direction (radially) and perpendicular to the radial direc
tion (tangentially) (Fig. 2). Most multi-ring systems with
slice-defining septa (two-dimensional slice imaging) do not
have sufficient axial sampling to measure a meaningful
axial resolution, so the axial slice profile width is measured
by moving a point source in fine steps along the axial
direction. Since this axial scanning technique does not
correspond to the axial resolution in a clinical situation,
we prefer to call this latter measurement the axial slice
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FIGURE3. Sample
data for spatial reso
lutionas a functionof
radiusshows tan
gential,radial,and
axial resolutionsat
theFWHM levels.

the radius,averagedover all slices(Fig. 3). For the situation
where the results depend on the type of slice, such as
â€œdirectâ€•and â€œcrossâ€•slices, then separate plots should
reflect the average of each type.

The SNM/NEMA measurement of spatial resolution
accomplishes several goals. It characterizes the shape of
the reconstructed PSF, at the FWHM level, in the three
orthogonal directions; tangential, radial, and axial. This
allows a best-case evaluation of scanners, taking into ac
count the variation over the FOV. The data aretaken only
at low count rates, so that potential high count rate prob
lems are not encountered. These problems may occur with
systems that use a high degree ofanalog encoding between
the crystals and photomultiplier tubes (PMTs) because of
pileup of events.

Since the images are reconstructedwith sharpfilters,the
results do not directly indicate the spatial resolution ex
pected in tissue with limited statistics. In this case, the data
are usually reconstructed with a smooth ifiter, the choice
of which is very subjective in choice, and, therefore, diffi
cult to standardize. Assuming all other performance pa
rameters are equal, a scanner with better intrinsic spatial
resolution in air will have better spatial resolution in a
clinical situation, as well. The intrinsic spatial resolution
does not directly provide information that can be used to
perform quantitative partial volume corrections. A test is
included in the sensitivity measurement (the axial position
sensitivity profile test) to assess the severity of the partial
volume errordue to coarse axial sampling.

The EECprocedurefor measuringthe spatial resolution
recommends taking the spatial resolution measurements
in water, which effectively includes scatter as part of this
measurement, and using a smooth (i.e., clinical) recon
struction ifiter. Therefore, these results will indicate a
poorer spatial resolution, but one which is closer to that
seen with patient studies. In addition, an attempt is made
to measure the recovery coefficients using spheres of dif
ferent sizes. In practice, the corrections for finite spatial
resolution are very difficult to implement accurately,since
they depend on the unknown size and shape ofthe object.

Scatter Fraction. The scatter fraction is a measure of
relative system sensitivity to scattered radiation. For a
given source distribution, a lower scatter fraction is more
desirable,regardlessofhow accuratethe method for scatter
correction, since all correction techniques add noise to the

FIGURE2. (A) Ex
penment setup to
measure transverse
spatialresolutionfor
a two-dimensional
multi-ring system
witha linesource
parallel to the axial
directionand a point
source moved mere
mentally in axial di
rection to measure
the axial sl@eprofile
width. (B) For a
three-dimensional
volume imagingsys
tam, a point source
can be used to si
muftaneously meas
urebothtransverse
andaxialresolution.

profile width, rather than axial resolution as it has tradi
tionally been referred to. For systems that have fine axial
sampling (three-dimensional volume imaging), the axial
resolution can also be measured, using a stationary point
source. We consider a system to have fine spatial sampling
in the axial direction ifthe sampling is less than one-third
of the axial slice proffle width.

Transverse resolution is determined by imaging the
source in air at several locations within the FOV, at R =
0, 5, 10, 15, 20 cm (or as far as the transverse FOY
permits). It is recommended that at each radial distance,
four measurements be taken at different positions in the
FOV in order to averagethe result and thus minimize the
experimental uncertainty. For the axial measurements, the
point source is also radially positioned in 5-cm increments
(starting from the center). The axial slice proffle width
measurement requires the source to be moved in fine steps
along the entire axial FOV, while for the resolution meas
urement, it is sufficient to collect data for several axial
positions, Z = 0, 2, 4, 6 cm (for the extent of the axial
FOV). The data for the resolution measurements are re
constructed with a ramp filter for ifitered backprojection.
The intrinsic spatial resolution is measured only if the
pixel dimension in the image matrix is less than one-tenth
the FWHM. However, with a typical matrix size of 128 x
128 and transverse FOV of 26 cm, a spatial resolution of
5 mm (FWHM) impliesa pixeldimensionof four-tenths
the FWHM; thus the measured spatial resolution will be
slightly worse than the true value. Ifzooming can be used
in the reconstruction to image a smaller FOV, which also
decreases the pixel dimension for a given matrix size, then
the spatial resolution should be measured under these
circumstances, as well.

The FWHM is calculated by linear interpolation be
tween nearest channels. The data should be tabulated or
plotted for transverse resolution, both tangential and ra
dial, and axial resolution (if applicable), as a function of
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image. Here, we define the scatter fraction to be the ratio
of scatteredevents to total events, which are measured by
the scanner at a low enough count rate so that random
coincidences are negligible. Total events therefore are the
sum of unscatteredevents (trues) and scatteredevents.

Data are acquired with a line source of activity in the
performance phantom filled with water, and sorted into a
sinogram, which is the two-dimensional projection space
representation(projection ray versusangle) ofa transverse
plane. The line source is placed sequentially at three radii,
0, 4.0, and 8.0 cm, in order to determine the average
scatter over the whole field-of-view. Since the physical
FOV of different scanners vary, a fixed diameter of 24 cm
(4 cm largerthanthephantom)isusedfor thecalculation
of scatter, as well as some of the subsequent tests. The
sinogram proffle is used to calculate the number of scatter
events within the FOV, and the number of trues within a

2-cm radius of the source (Fig. 4). The scatter within the
peak is estimated by assuming a constant background, the
level of which is determined by the average of the pixel
intensities near the edge of the peak (at Â±2cm). For the
source in the center, the sinogram proffle is independent
ofangle, and so can first be summed over all angles before
it is analyzed. For the off-center positions, the sinogram
profile needs to be analyzed as a function of angle, and
averaged.The averagescatter fraction over the whole area
ofthe phantom is calculated by weighting each position of
the source by the area of the annulus at that radius, since
the scatterfor the cylindercan be assumed to be symmetric
about the center. The scatter fraction is given by:

SF = [R5(0 + 8 .R5(4.0 + 16 -R@(8.0)]

where R5 is the count rate per unit activity of scattered
events (at 0, 4.0 and 8.0 cm) and@ is the total count
rate per unit activity. For long acquisitions, one needs to
calculate the mid-time ofthe scan (for â€˜8F,t@,= 109.8 mm)
to determine count rate per unit of activity. Typically, the
scatter fraction is highest in the center, but the relative
contribution to the average over the FOV is small. The
scatter fraction should be reported for each slice, as well
as the average for all slices.

The scatter fraction, as determined from the sinogram
data, depends greatly on the intrinsic geometry and shield
ing design of the system, as well as the energy window,
which is dictated by the choice of detector material. The
scatter fraction, however, does not directly indicate the
contrast and noise in the image. Another important con

sideration is that the scatter fraction, as measured in the
performance phantom, is not representative of a realistic
head or body size. It is useful for standard evaluations
among scanners of different configurations. However, in
the effort to use one phantom, the diameter (20 cm) is
larger than a brain and smaller than a body, and the axial
length (18.5 cm) was chosen to be larger by several centi
meters than all existing scanners. This makes it difficult to
predict the scatter fraction of a realistic distribution, such
as a head, which is typically 18 x 10 cm.

A more direct measurement of the scatter fraction in
the reconstructed image has been proposed by the EEC
group. The measurement procedure is the same; however,
the analysis is performed on the reconstructed image in
stead of on the sinogram data. This, in fact, is actually a
measure of the contrast, rather than the intrinsic scatter,
in the image, since the contribution from the reconstruc
tion algorithm is included. The results from this procedure
typically indicate a lower scatter fraction than that from
the raw, unprocessed sinogram data, because of the effect
of the reconstruction filter.

Sensitivity. The volume sensitivity measurement is de
signed to measure the counting efficiency of the system
with a known amount and distribution of activity. A low
specific activity concentration (where the random fraction

and %deadtimeare each less than 1%)is loaded into the
performancephantom, and the count rateis recordedfrom
the sinogram data from within a 24-cm transverse FOV
(Fig. 5A). This allows one to determine the true sensitivity,
by subtracting the fraction of scattered events from the
total, since the scatter fraction was measured for the same
water-filled phantom. The volume sensitivity is recorded
as cps/given activity concentration (@iCi/mlor MBuJml).
The volume sensitivity is the sum of the slice sensitivities,
as long as each event is recorded once. In other words,
sensitivity should be independent of processing such as
axial smoothing. For a multi-ring system, the direct slices
will typically have a lower average sensitivity than the
cross slices which accept data from adjacent slices (Fig. 6).
Some new systems without septa, such as the UGM
PENN-PET 240H and Siemens/@TI-953 (septa retracted),

[R@0@(0)+ 8 .R@1(4.0)+ 16 .R@01(8.0)]'

FIGURE4. Scatterfractionmeasurementrequiresthreeac
quisitionsof a linesource in the PETperformancephantomfilled
withwater.The fractionof scatteredeventsis determinedfrom
the sinogramlinespreadfunctionprofile,averagedoverangles.
The scattered events under the peak are estimated using linear
interpolationbetweenthe pointsat Â±2cmfromthe sourcecenter.

8.0cm

Sinogram profile
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the reconstruction algorithm. While it is always true that
more counts are better, it is difficult to know how many
more counts are needed to make a noticeable difference
in image quality, particularly with the tradeoffs in other
parameters that are often necessary to increase sensitivity.

It is also worth noting that with this measurement, as
well as with the count rate losses measurement, there is no
independent check of the activity calibration. The accu
racy of the dose calibrator is assumed, and every effort
should be made to ensure that it is operating properly by
checking it regularly with a standard calibration source.

An axial position sensitivity profile test is included to
assist in assessing the severity of partial volume effects
(Fig. 5B). The data from the axial slice proffle width
measurement are used, normalizing the response function
for each slice to the slice sensitivity calculated above. The
axial position sensitivity proffle is the combination of all
the normalized axial response functions. The proffle is
analyzed to determine the peaks (when the source is closely
aligned with the center ofeach slice) and valleys (when the
source is between two slices), and an average peak-to
valley ratio is reported. A large ratio implies a large partial
volume error, depending on the axial location of the
source. A volume imaging system with fine axial sampling
is expected to have a smaller partial volume error than a
multi-ring system with coarse axial sampling.

The EEC measurement for slice and volume sensitivity
are essentially the same, although they do not have a test
for the axial position sensitivity proffle. As mentioned
before, a test for partial volume error is included in their
spatial resolution measurement.

Count Rate Losses and Randoms. Not all patient PET
studies are carried out under conditions of low deadtime
and randoms rates. It is necessary to measure losses of
events due to deadtime and randoms as a function of
activity level in order to understand the count rate behav
ior ofthe system for a wide variety ofscanmng conditions.
The same performance phantom is used with an initial
high specific activity loaded. Although â€˜8F(t,@= 109.8
mm) is recommended, â€˜1C(tÂ½= 20 mm) can also be used,
since its shorter decay time makes the measurement time
considerably shorter. Data should be taken until the ran
doms and deadtime are completely negligible. The total
count rate from the sinogram data, as well as the randoms
within a 24-cm transverse FOV, are measured as the
activity decays (Fig. 7). The randoms need to be measured
independently, if one is not able to determine them from
eitherthe singlesrateor the delayedcoincidence technique.
The true events (T) are determined by subtracting the
scatter (attained from the scatter fraction measurement)
and randoms from the total. The percent deadtime (%
DT), as a function of activity, is given by

%DT = 1 â€”T/Tcxtrsp,

where the Textrspis a linear function of the activity and is
extrapolated from the low count rate data.

B) PointA) Cylinder

11111
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24cm

FIGURE5. (A)Systemsensitivitymeasurementrequiresac
quisitionwiththe standardphantomfilledwitha uniformdistri
butionof activity.(B)Axialpositionsensitivityprofileisdetermined
from the combinationof the normalizedaxial sliceprofiles.

have a large axial acceptance angle, and the concept of
direct and cross slices is not valid, although there may still
be a variation in sensitivity as a function ofaxial position.
For these systems, the sensitivity should be measured for
each choice ofaxial acceptance angle that may be used for
patient studies.

The volume sensitivity measurement reflects the true
sensitivity in the absence of randoms and deadtime, with
the estimated scatter subtracted, for a known, low-level
distribution of activity. The trues, however, do not typi
cally increase linearly with activity, because of deadtime,
and thereforethe sensitivity value is valid only in the limit
of low activity. The performance under high count rate
conditions, which is describedbelow, is often necessaryto
predict the behavior of the system for realistic scanning
conditions. In addition, the sensitivity cannot be used
directly to estimate the noise in the image, because it does
not take into consideration the amplification ofnoise from

FIGURE6. Sampledataforsensitivityas a functionof slice
formulti-ringsystemwithdirectandcross slices(dottedline)and
volumeimagingsystemwithoutsepta(solidline).Thesumofthe
slicesensitivitiesis the system sensitivity.
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FIGURE 7. Count
rate measurement
requiresdynamicac
quisition (ti , t2, t3,

.)of thePETper
formance phantom
filledwith a uniform
distributionof activ
ity. Trues and ran
doms are determined
for a 24-cm trans
verse FOV, for each
slice, fromthe sino
gram data.

The trues and randoms should be plotted as a function
ofactivity concentration (Fig. 8A). Traditionally,the point
at which the trues equal the randoms has been used to rate
the capability of the system. With most modern systems,
deadtime is more of a problem because of the larger
number ofcrystals coupled to each PMT, and so the point
at which the deadtime is 50% is an alternative measure of
the count rate capability of the system (Fig. 8B). A third
limit is when the true count rate saturates or reaches its
peak. We suggest reporting the point at which at least two
of these three conditions are met, since it may not be
possible to measure all three. It is important to know the
count rateat which this occurs, as well as the activity level.
A highly sensitive system may saturate at a relatively low
activity concentration; but the true count rate at that level
will likely be higher than that of a system with lower
sensitivity at a higher activity concentration.

The count rate measurement defined above does not
directly indicate the signal-to-noise ratio (SNR) in the
image, which could be used to assess the image quality at
different activity levels. It is possible, however, to calculate
the noise equivalent count rate (NEC) directly from the
true (T), scatter (S), and random (R) rates:

NEC = T/(l + S/T + R/T).

This quantity defines an effective true count rate by ac
counting for the additional noise from the scatter and
randoms, and assuming a noiseless estimate of the scatter
and randoms corrections. The square root of the NEC is
proportional to the SNR, although the NEC gives only a
global measure which is not sensitive to local variations of
particular source distributions.

This measurement, as well as the other measurements
with the performancephantom, does not provide data for
a realisticdistribution, such as a brain or a heart. The EEC
group suggests collecting count rate data for three different
configurations, to simulate the head (which is identical to
the one describedhere), the heart, and the thorax to attain
realistic distributions. The difficulty with this procedure is
that threetimes as much data must be taken and processed.

FIGURE8. Sampledatafor
(A) true and random count
rates as a function of activity
concentrationand (B)%dead
time as a function of activity
concentration. The three ar
rows indicate the points at
which: (1) the randoms equal
the trues, (2) the true count
rate reaches its peak, or satu
rates, and (3) the %deadtlme
is 50%.

On the other hand, the results with cardiac and thorax
configurations are significantly different than for the per
formance phantom configuration, and do provide addi
tional useful information for these imaging protocols. In
addition, a test is included to investigate the misplacement
of events, axially, as the count rate increases. This is most
pronounced in systems which incorporate position encod

ing, since event pile-up results in miscalculation of axial
position, as well as transverse position.

Measurementof Accuracyof Corrections
Un@for,nity. The purpose of the uniformity measure

ment is to measure deviations in the reconstructed image
from a uniform response.

The performance phantom is filled with a moderate
amount of activity (such that the random fraction and
deadtime are each less than 20%). The phantom is placed
2.5 cm vertically off-center in order to reduce the sym
metry of the scanning geometry, but still allow the test to
be performedin a brain scanner. The phantom is scanned
for a long enough period so that an average 20 million
counts/slice are collected. The data are reconstructed with
a ramp ifiter and with corrections for detector normaliza
tion, deadtime, randoms, scatter, and attenuation. Atten
uation correction is done analytically, with the known
attenuation coefficient of water, to eliminate potential
effects ofthe transmission method of correction.

The analysis involves using a region of interest (ROl)
map consists of contiguous 1 x 1-cm square regions, fully
inscribed into a circle of 18-cm diameter and centered on
the image of the cylindrical phantom (Fig. 9). The plus
and minus nonuniformities for each slice are defined as
follows:

NU(+) = +(C,@ â€”Cavg)/Csvg,

NU(â€”)= (Cavg Cmin)/Cavg,

where Cmaxis the maximum number of counts in any
square region within the slice, Cmjnis the minimum num
ber of counts in any square region within the slice, and
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FIGURE10. Scattercorrectionmeasurementrequiresacqul
sition of the PET performance phantom filledwith a uniform
distributionof low-levelactMty with a cold-water insert. The
scattercorrectionerror is determinedfrom the ratio of the counts
in the insert region to the counts in the background regions.

where C@@00@is the number of counts in the cold ROl and
C@,sck(avg@@5the average ofthe number ofcounts in the warm
ROIs. The scatter correction error, which should be close
to zero, is determined for each slice, as well as the average
for the whole system. A positive error implies an under
estimation of the scatter, while a negative error implies
overestimation. The error does not indicate the degree to
which the scatter correction increases the noise in the
image.

As previously mentioned, the EEC group does not in
elude a measurement of the scatter correction error nor
the attenuation and count rate linearity corrections de
scribed in the next two sections.

Attenuation Correction. This measurement is designed
to assess the accuracy of the transmission method of
attenuation correction. The performance phantom (offset
by 2.5 cm) with three inserts are used, each with different
attenuation coefficients; air (lungs), water (tissue), and
Teflon (bone). It is recommended to collect the emission
data first, with low activity (random fraction and %dead
time each less than 1%) to minimize count rate loss
corrections, but with a yield of at least 2 million counts
per slice. The transmission study should be performed
after the activity has decayed (e.g., the next morning), to
minimize the repositioning error. The transmission scan
and blank scan are measured by the same method used
for patient studies. Each image is reconstructed with all
correctionsapplied. Eight ROIs per image aredefined over
the background (warm area) and one over each insert in
orderto calculate remnant errorsafterattenuation correc
tion for each insert (Fig. 11). The residual attenuation
errorfor each insert is given by:

i@A(I)= @n@r5(l)/Cbck(avJ.

As defined, this value includes effects of attenuation cor
rection and scatter corrections, although with the scatter
correction measurement, one attempts to differentiate be
tween these errors by using an analytical attenuation cor
rection.

Count Rate Linearity Correction. The accuracy of cor

FIGURE9. (k@iformftymeasurementrequiresa longacquisi
tion of the PETperformancephantomfilledwith a uniformdistri
bution of activity, offset by 2.5 cm from the center of the scanner,
as shown on the left. The percent nonuniformityis determined
fromthecountswithinI -cmsquareROlsintheimage,asshown
on the right.

Cay8 is the average number of counts of all the regions

within the slice. In addition, the standard deviation and
coefficient of variation are calculated for the regions. Vol

ume nonuniformity is calculated for the whole system, as
well, by searching for the C,,@,Cmin,and C@ values over
all slices.

Although it is time consuming to collect as many as 20
million counts/slice, and very difficult for systems with
many thin slices, the statistical variation in the data is
significant at count densities below that level. The idea of

the uniformity measurement is to minimize the deviations
due to statisticalfluctuations, and measureonly systematic
variations due to system imperfections, including those
due to software corrections and the reconstruction algo
rithm. The EEC measurement is almost identical to this
measurement, except for the fact that they recommend
only 2 million counts/slice. While this is indeed more
representative of the count density encountered with pa
tient studies, it is more a measure of the random fluctua
tions, which areindependent ofscanner performance,than
the systematic variations, which depend on scanner per
formance.

Scatter Correction. The scatter correction measurement
assesses the accuracy ofthe scatter correction technique in
the image.

The performance phantom is filled with a low amount
ofactivity (random fraction and %deadtime each less than
1%)and a 5-cm diameter cold insert (water) is placed in
the phantom. The phantom is again placed 2.5 cm verti
cally off-center. The data are collected (at least 2 million
counts per slice) and reconstructed with all corrections
and a ramp filter. Again, an analytical attenuation correc
tion is used. Eight ROIs are defined in the background
area (warm activity) and one ROl (3-cm diameter) in the
cold area (Fig. 10). The scatter correction error is given
by:

@Scorr Cjnscrt/C@,ack(avg),
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rections for deadtime losses and randoms can be deter
mined from the count rate data taken earlier. The data
need to be reconstructed with all corrections using a ramp
ifiter and analytical attenuation correction. One large re
gion is defined (18 cm) in the center of the image and the
residualerroras a function of count rate is given by

L@R= 1 â€”

where the values R051@5@are determined from the low count
rate data (using the last three acquisitions) and assumed
to be a linear function ofactivity. The errorsare calculated
for each slice as a function of activity and reportedat two
of the three activity levels discussed previously: (1) the
randoms equal the trues, (2) the %deadtime is 50%, and
(3) the trues are saturated or have reached their peak.

SUMMARY AND DISCUSSION

The goal of the SNM and NEMA committees is to
standardizethe performancemeasurements for PET scan
ners so that both manufacturers and users will benefit
from a common set oftesting procedures.For both groups,
it is important that the measurements be simple, yet
physically meaningful. While the measurements do not
requireany special equipment, other than the performance
phantom, it may be necessaryto write some programsfor
data analysis. This will likely be provided by the manufac
turers,since they will performthe same tests in the factory.
It is also important that the measurements can be per
formed in a reasonable amount of time. The experience
ofthe committee members suggeststhat the measurements
and analysis can be performed in about two weeks, al
though this assumes that one has experience with the
measurementproceduresand the experiments do not need
to be repeated.

Considerableefforthas been made to keep the American
and European measurements similar to each other. In
certain cases they are identical, but in others they differ

with respect to either the activity distribution or the
method of data analysis. The overriding concern of the
SNM and NEMA groups is to establish a standard to
characterizethe physical performance of PET scanners, in
orderto evaluate performanceand understandthe abilities
and limitations of the scanner for use in patient studies.
The overriding concern of the EEC group is that the
measurements would approximate a clinical situation as
closely as possible, so that the measurements can be used
to predict and interpret patient studies. For example,
should spatial resolution be measured in air or in water,
and should the data be reconstructedwith a ramp or with
a smooth â€œclinicalâ€•filter? Both measurements are useful
and complimentary. The SNM/NEMA measurement rep
resents the intrinsic performance of the scanner and is

useful for comparison. The EEC measurement gives one
a better idea what the resolution will be for a study with
limited statistics. The difference between the results is not
so much a question of which is more relevant for patient
studies, but which is a better standard to use to measure
the performance of the scanner. That is a matter of opin
ion, and a difficult point to resolve. As another example,
should the scatter fraction be measured in the sinogram or
in the image? The SNM/NEMA measurement represents
the intrinsic scatter, while the EEC measurement repre
sents the contrast (rather than the scatter) in the image.

The SNM/NEMA performance phantom is identical to
the EEC head insert, but there is no comparable SNM/
NEMA phantom to the EEC body phantom. The 20-cm
diameter by 18.5-cm long cylinder is not really represent
ative of the head, and actually offers a standard configu
ration which is between the size of the head and the size

of the body. In an effort to minimize the time requiredto
do the tests and the number of phantoms required, the
SNM and NEMA groups decided to use only one phan
tom. The EEC body phantom allows one to study config
urations representing cardiac and thorax imaging, and
thereforeoffers additional information to the performance
tests presented here and in the NEMA document (2). It is
arguable, however, that each group of investigators will
want to design tests even more specific to their imaging
protocol, which clearly falls outside the boundaries of a
standardset of performance measurements.

It is hoped that the set of measurements put forth by
the NEMA and SNM committees is general enough so as
not to be outdated in the near futuredue to scanner design
evolution. The groups considered all types of scanners
currently available, including multi-ring BGO systems,
time-of-flight systems, and volume imaging systems. Ma
jor design changes were anticipated to ensure that the tests
will remain valid for a number of years. It is possible,
however, that even with the current state-of-the-art scan
ners, the present set of measurements may need to be
revised as the general community becomes familiar with
the tests. To date, the set of measurements has been
performedon only a small number of scanners, by a small

2.5

Center of Scanner FOV

FIGURE11. Attenuationcorrectionmeasurementrequiresa
transmissionscanandan emissionscanof the PETperformance
phantom with three inserts of different attenuation coefficients.
The attenuation correction error in the emission scan is deter
mined from the ratio of the counts in the insert regions to the
counts in backgroundregions.
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number of investigators. It is hoped that the proposed set
of standardspresented in this paper will be used by many
PET investigators, and that as the database of measure
ments increases, the tests can be reevaluated,and perhaps
modified.

Finally, there are several measurements which were
discussed by the groups, but not included because of the
difficulty in developing standards. An example of such a
measurement is a signal-to-noise measurement, or some
other form of image quality measurement. The SNM/
NEMA measurements are an attempt to standardizea set
ofmeasurements which are already accepted by the general
PET community, ratherthan to researchnew ideas. Each
aspect of performance is measured separately, particularly
for the intrinsic measurements. The uniformity measure
ment, on the other hand, is in some ways a general image
quality measurement which includes many effects to
gether. It is hoped that the set of measurements finds

acceptance by the PET community and proves to be useful
for evaluating and understanding the performance of PET
scanners.
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