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Tomographic radionuclide ventriculograms may be used for three-dimensional wall motion
analysis. We propose that automatic quantification of these images is possible, and here we
describe the implementation and validation of a method to perform this task. Automatic
computer methods were developed to locate the left ventricular (LV) endocardial surfaces in
all time frames of the cardiac cycle. Global, regional, and local motion and volume were
computed. Results were displayed using three-dimensional graphics. The methods were
validated using phantom, canine, and human studies. Actual phantom values correlated well
with experimentally determined volumes, y = 1.01x + 1.29ml, r = 0.99. In the canine model,
the LV endocardial surfaces were located to within an average of 1.9 mm and 3.7 mm at end-
diastole and end-systole, respectively. Areas of obvious wall motion abnormalities in
automatically processed patient studies corresponded well with angiographically documented
coronary artery disease. End-diastolic and end-systolic volumes computed automatically from
single photon emission computed tomography averaged errors of 9% and 38%, respectively,
when compared with contrast ventriculographic volumes. These resuits indicate that it is
possible to automatically identify the left ventricular endocardial surface in gated tomographic
radionuclide ventriculograms. The location of these surfaces corresponds well with the
location of implanted endocardial markers, and global volume computed from these surfaces

corresponds well with known volumes.
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Gated tomography is a relatively new advance in
cardiac imaging with single photon emission computed
tomography (SPECT). It allows the visualization of the
four-dimensional distribution (three cartesian coordi-
nates and time) of the radionuclide within the heart. In
the case of tomographic radionuclide ventriculography
(TRVG) the motion of the endocardial boundary of the
radiolabeled blood pool can be determined. A repre-
sentative TRVG image can be seen in Figure 1.

Planar radionuclide ventriculography (RVG) has
been shown to be useful in analyzing regional left
ventricular (LV) function, specifically, segmental wall
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motion, regional ejection fraction, and phase analysis
(1-7). However, planar RVG suffers from the same
problems as all imaging modalities using projection
images. They are two-dimensional compressions of
three-dimensional data, and important structures in
such images may be hidden or masked by objects in
front of or behind them. True volume or area calcula-
tions cannot be performed; although relative volume
may be estimated from count statistics (8-10), any
absolute volume determination must be based on some
assumption regarding the three-dimensional geometry
of the LV (11-13).

Tomographic imaging largely solves these problems
for RVGs by separating the right and left ventricles in
space and thus allowing true three-dimensional volume
calculations to be performed (/4-16). TRVG has been
used in a number of studies for the analysis of wall
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motion in the third dimension (/6-18) and appears to
offer a significant advance over planar imaging for this
purpose. In the previous studies from this laboratory,
TRVG was found to have a greater sensitivity and
specificity for the detection of wall motion abnormali-
ties than either RVG or cineangiography (16).

If TRVG is to be used for quantitative analysis of
LV wall motion, automatic processing methods and
three-dimensional display capabilities are needed. Be-
cause tomographic imaging dramatically increases the
volume of data as compared to planar imaging, manual
processing is usually too labor intensive and time-con-
suming to be practical. Automatic computer methods
reduce time and effort, and should give more reproduc-
ible results.

Unfortunately, three dimensional quantification of
TRVG is extremely complicated. Automatic edge de-
tection, boundary tracking, and wall motion analysis
and display are more complicated in three dimensions
and have not been investigated as thoroughly as two
dimensional methods. In previous studies by other in-
vestigators, only selected tomographic slices have been
analyzed using two-dimensional processing techniques;
i.e., no true three-dimensional analysis methods have
yet been implemented for TRVG. Methods for quan-
tifying information in three-dimensional slices of
TRVG images are similar to those for RVG. Automatic
edge detection methods are usually based on either
thresholding or local gradient operators (15,19-21).
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FIGURE 1

Representative tomographic radio-
nuclide ventriculogram. These are
short axis slices at end-diastole.

Boundary tracking techniques for two-dimensional wall
motion analysis utilize models of LV contraction. These
models usually assume that LV motion is either radial
towards some centroid, perpendicular to the long axis,
or perpendicular to a tangent to the boundary (22-32).
Many different parameters of or related to LV volumes
and function can be calculated once the LV boundaries
have been determined (2-6).

We approach the problem using a completely three-
dimensional approach. We have designed and validated
computer algorithms that automatically perform almost
all of the needed steps for determining regional LV wall
motion from TRVG while utilizing all the available
four-dimensional data. This system uses thresholding
for edge detection and bijective mapping for endocar-
dial boundary tracking. It calculates local, regional, and
global volume and motion, and displays the results
using three-dimensional graphics.

The methods’ accuracy was measured using phantom
and in vivo studies. Edge detection was validated glob-
ally using phantom studies. A local measure of edge
detection accuracy was obtained by using radioactive
markers implanted next to the endocardial surface of
the LV in canines. This marker system is unique, but
analogous nonradioactive marker systems have been
used previously to investigate normal heart motion (33,
34) and to validate methods of regional wall motion
quantification in two-dimensional with contrast ven-
triculography (28-30).
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Finally, patient studies were processed with this sys-
tem. The results of the automatic processing were com-
pared to the known distribution of coronary artery
disease. These patient studies demonstrate the projected
clinical usefulness of this system.

METHODS

Study Protocols

Phantom studies. The only methods available for measuring
LV volumes in vivo are highly invasive and imprecise. There-
fore, a phantom study was performed to validate the system’s
accuracy in global volume calculations. Pear-shaped boiling
flasks of four different nominal volumes—25, 50, 100, and
125 ml—were used. They were filled with technetium-99m
(*®™Tc) solution of 1 mCi/50 ml and suspended in the center
of a 18-cm-diameter cylinder filled with water. The flasks were
not suspended in any standard orientation. Projection images
were obtained over 360° circular orbits at 120 angles and
recorded as 64 matrices. Acquisitions required ~20 min and
resulted in average counts of 5.0 X 10° counts/study. Actual
flask volumes were measured using a graduated cylinder.
Reconstructions were performed by filtered backprojection;
the filter used was a Butterworth with a cut-off frequency of
0.4 pixel and an order of 4. Reconstructions were processed
in the same manner as described in the following section, with
the exception that each flask was analyzed as though it were
the first frame of a gated study, i.e., no time constraints were
employed.

Because the thresholds used in edge detection are selected
by the user, it is imperative that they be chosen accurately.
Edge detection and volume calculations were repeated at the
chosen level + 8 Gray levels, in order to investigate the effect
of variations in the chosen threshold.

Animal studies. Animal experiments were performed in
order to validate the methods in vivo. Ideally, boundary
detection could be validated locally by comparing the loca-
tions of all 288 identified endocardial surface points to the
actual positions of those points on the endocardium. Unfor-
tunately, there is no way to validate all of the actual endocar-
dial points that correspond with those indentified; realistically,
only a few points could be marked in such a way as to be
unequivocably identified by SPECT or any imaging modality.
Six gadolinium-153 (**>*Gd) point sources (0.5 mCi each)
(Dupont Company, No. Billerica, MA), were used as radio-
active endocardial surface markers (33). The sources were
encased in cylindrical epoxy 2 mm high and 2 mm in diam-
eter. Five mongrel dogs were anesthetized using i.v. nembutal,
25 mg/kg, and underwent left thoracotomy. Each source was
implanted near the endocardium of the LV using the tech-
nique of Mitchell et al. (33). Sources were placed at the apex
and at the first bifurcation of the left main coronary artery.
Four additional sources were placed in the anterior, posterior,
septal, and lateral walls in a plane perpendicular to and
bisecting the left ventricular long axis. Each dog was allowed
to recover for 1 wk prior to study.

Each dog was again anesthetized using i.v. nembutal, 25
mg/kg. Single photon tomographic imaging was performed
using a rotating Anger camera (Omega 500S, Technicare,
Solon, OH). Energy discrimination was provided by 10%

640  Faber, Stokely, Templeton et al

windows centered on the 100 keV and 140 keV photopeaks
of '**Gd and ®™Tc, respectively. While imaging of the '**Gd
endocardial markers was being performed, the animals’ red
blood cells were labeled in vitro with 0.43 mCi/kg of #™Tc
(35). The animals were positioned supine and were not moved
between image acquisitions. Cardiac output (CO) measure-
ments were obtained both prior and following each tomo-
graphic acquisition using a thermodilution catheter placed in
the pulmonary artery.

For each acquisition, gated projection images were collected
at 3° intervals over 180° from right lateral to left lateral, 16
frames per cardiac cycle at each projection. Images were
acquired at a digital resolution of 642, and with the hardware
zoom used for the animal studies the final pixel dimension
was 0.387 cm x 0.387 cm. Both acquisitions required ~35
min. The TRVG study contained ~4.0 X 10° cts/frame. One-
pixel-thick transaxial sections were reconstructed by filtered
backprojection using a Butterworth filter of cutoff = 0.4 pixel
and order = 4. Short-axis sections were extracted from the
reconstructed volume so that the LV long axis was oriented
vertically, the standard orientation for this investigation. Both
the TRVG studies and the gated '**Gd marker studies were
reconstructed using exactly the same parameters, so that the
images could be corresponded pixel-for-pixel.

The TRVGs were processed using the analysis methods
discussed in the next section with no modification for canine
as opposed to human studies. The '**Gd marker locations
were determined from the reconstructed gated marker images.
The most intense pixel in the region of each marker was
considered to be the location of the marker. The radioactive
markers were carefully dissected from the myocardium follow-
ing death of the animals. The distance of each marker from
the endocardial surface was measured for the final three dogs;
this distance was called the bias distance.

In order to determine the accuracy of regional edge detec-
tion, a given marker in the gated marker image was corre-
sponded to the closest experimental surface point in the
TRVG image. The distance, r*, of the closest identified point
from the center of the LV long axis was computed using the
TRVG image. The distance of the marker from the center of
the long axis was calculated using the gated marker image and
the bias distance was subtracted to give r, the distance of the
actual endocardial surface point from the center of the long
axis. The difference between r and r* was considered the error
in edge detection (Fig. 2).

Global surface detection was validated first by comparing
actual with experimental stroke volume (SV). Actual SVs were
determined by averaging the SVs determined from thermo-
dilution COs and HR measurements obtained before and after
TRYVG acquisition. Experimental SVs were those determined
from the TRVGs.

Patient studies. Four patients with angiographically docu-
mented coronary artery disease (CAD) were studied. Contrast
ventriculography and TRVG were performed on all patients.
Ventricular volumes at ED and ES were measured using the
geometric method of Greene et al. (/1) as modified by Ken-
nedy et al. (/3). Tomographic imaging was performed within
14 days of catheterization, and there were no changes in
medication or patient condition between studies.

TRVGs were performed on four patients. Red blood cells
were labeled using the methods described in (35); the typical
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FIGURE 2
Diagram of geometry used to compute edge detection
error.

radioactive dose was 0.43 mCi/kg. For three patients, the
rotating gamma camera was the GE400T (GE, Milwaukee,
WI), and for one patient the camera was an Omega 500S
(Technicare, Solon, OH). Energy discrimination was provided
by a 15% window centered on the 140-keV photopeak of
#mTc. The patients were positioned supine, and gated projec-
tion images were collected at 6° intervals over 180° from right
anterior oblique to left posterior oblique, 16 frames per pro-
jection. Images were acquired at a digital resolution of 642,
and with the hardware zooms used the final pixel dimensions
were 0.625 cm X 0.625 cm for the 400T camera and 0.58 cm
% 0.58 cm for the Omega S00S. Acquisitions typically required
30-35 min and the resulting frames contained ~2.5 X 10° cts/
frame. Transaxial sections 1 pixel thick were reconstructed by
filtered backprojection with a Butterworth filter of cutoff =
0.4 pixel and order = 4. Short axis sections were extracted
from the reconstructed volumes so that the LV long axis was
oriented vertically.

Reconstructed sectional images were processed as described
in the following sections. Total LV volumes at ED and ES
were calculated and compared to the cineangiographic values.
Local motion and volume changes from ED to ES were
calculated and color-coded onto the LV wire frame surface of
each patient. The areas of reduced motion were compared
with the known distribution of coronary artery stenoses
(>70% luminal diameter narrowing).

Analysis Methods

Edge detection. The edge detection algorithm was designed
to require the least possible operator interaction. The aortic
valve plane and the initial surface detection thresholds for the
apex and base of the LV at end-diastole (ED) and end-systole
(ES) required operator input. The system is otherwise entirely
automatic. Initially, the four-dimensional images f(x,y,zt)
supplied to the system were assumed to be oriented so that
the LV long axis was parallel to one of the image coordinate
axes, specifically, the z-axis. Contiguous horizontal long axis
sections were displayed for both the ED and ES time frames.
The operator determined the center of the aortic valve plane
and the apical point for both ED and ES images. The apical
point was chosen by the operator in these frames simply to
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give an initial estimate of the location of the center of the LV
long axis, xcen,ycen,zcen; it was subsequently recalculated
automatically for the ED and ES frames as well as for all other
frames. The location of the valve plane center was determined
at all other frames by assuming that it moved linearly between
its operator-chosen positions at ED and ES.

Thresholding was used to determine endocardial surfaces.
Manually set thresholds at end-diastole and end-systole were
used to predict thresholds for all frames. Horizontal long axis
sections of the tomographic studies were displayed and the
results of choosing different threshold values were seen inter-
actively by the user. Two thresholds were determined for each
frame, one for the apical % of the LV and another for the
valve plane region. This was necessary because a slightly higher
threshold was needed to distinguish the left atrium from the
left ventricle than was needed to distinguish the right ventricle
from the left ventricle. Both apical and valve plane thresholds
were assumed to vary linearly between ED and ES. Within
each frame, thresholds varied linearly along the direction of
the long axis (the z-axis) between the apical and valve plane
thresholds, starting % of the way from the apex to the valve
plane. This is illustrated in Figure 3.

Following thresholding, endocardial surfaces were deter-
mined for all frames. First, the apical point was identified
automatically. The automatic method basically consisted of
finding the most inferior point within a set distance from the
LV center but still above the edge detection threshold. It has
been shown previously that this method is quite accurate for
finding the apical point when the LV is oriented so that the
long axis is perpendicular to the z axis (36).

Edge points were determined in spherical coordinates, with
the origin being the midpoint of the long axis of the LV
calculated for each time frame. In this coordinate system, the
images were described as f{p, 0, ¢, t). The surface was described
as the set of radii p, which are a function of (9, ¢, t). At any
given pair of angles (6, ¢), at any given time frame (t), the
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FIGURE 3

Diagram of variable thresholding method. TV1 and TV2
indicate the user-set thresholds for the valve plane region
at end-diastole and end-systole, respectively. TA1 and TA2
indicate thresholds for the apical region at ED and ES,
respectively.
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surface point was considered to be that point at maximal
distance from the origin, but still above the threshold for the
z-coordinate of that point. Linear interpolation of image in-
tensity was performed in order to determine the radius to
within £0.1 pixel. Several heuristics were introduced into the
edge finding process; the surface was constrained to be smooth,
continuous, and convex. Wall motion was also constrained to
be smooth and continuous. If an edge point p(6;, ¢;, ti) did
not meet the constraints, predictions about the radius at 6;, ¢,
t« were made. These predictions used adjacent values of p and
previous surface motion, i.e.,

o0, &5, &) = 1/4(p(6;, &5.1, W) + 1/4(p(6i.1, ¢j, 1))
+p0,0,t )= 1/2000, ¢,t ).
i kel i) k2

Edge tracking. Tracking of edge points from frame to frame
was accomplished by a three-dimensional extension of the
bijective mapping method described by Doss et al. (27). This
technique tracks points associated with features that can be
reliably located in every frame and uses the motion of these
points to predict the motion of additional points. This method
has the unique ability to improve as the data improves and
more points can be tracked accurately. For TRVG, the two
points that could be tracked most accurately were the aortic
valve plane and the apex. The valve plane was determined
manually at ED and ES and assumed to move linearly between
these two time frames. The apex was determined automati-
cally at each time frame as described in the previous section.
The following implementation of a bijective mapping tech-
nique was used to track the rest of the surface points.

The LV was considered to be a globe with the valve plane
and apex at the north and south poles, respectively. The total
length of the equator of the LV was calculated by identifying
120 points on this latitude line using the edge detection
methods described in the previous section. The lengths of the
line segments connecting the points were added together, and
the total length of the equator was divided into 24 segments
of equal length. The middle of the lateral wall was the starting
point (8 = 90°, ¢ = 90°). Note, the left ventricle was assumed
not to rotate about its long axis during contraction. The 24
equatorial points then define the angular locations of 24
longitude lines. Sixty points along each longitude line were
identified so that the length of each could be calculated. Six
equally spaced points between each pole and the equator were
then computed. Thus, a total of 288 LV surface points were
found for each time frame.

Analysis. The points on the longitude and latitude lines
were connected into a standard set of triangles, thus creating
a polygonal approximation to the LV. Area, volume, and
motion measurements were based on this polygon. Because
the vertices of the triangles are tracked points, a correspond-
ence between the triangles themselves can be assumed, and
local changes in surface area with time can be calculated. If
the midpoint of the long axis is added as a central point,
tetrahedrons consisting of this point plus the surface triangles
are defined. The volume of any tetrahedron (see Fig. 4) can
be defined as 1/12(p, X p2-Ps), where p, and p, are vectors
from one of the triangle vertices, p, to the remaining vertices
p: and p, and Ps is the vector from p to the center point ps.
The operations are cross and dot products, respectively. There-
fore, local volumes and their changes with time throughout
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FIGURE 4
Geometry of tetrahedron.

the cardiac cycle can be computed. Also, the heights of these
tetrahedrons and their changes with time can be used as
measures of the motion of LV surface points in the radial
direction.

Regional measures of area, volume, and motion were made
by dividing the surface of the LV into nine regions based on
latitudinal and longitudinal positions: apex, anterior, superior,
lateral, basal-lateral, septal, basal-septal, inferior, and poste-
rior. The total surface area, volume, and average height for
these regions were calculated for each frame and graphed
versus time. These areas and volumes were summed for the
entire polygonal LV, and actual measures of global LV area
and volume were obtained for each time frame.

Display. The triangulated LV surfaces were displayed with
three-dimensional graphics using representations called “wire
frames”, which depict surfaces as skeletons rather than as
solids (37). These wire frame representations were generated
for all time frames of the cardiac cycle. The display software
also allowed the wire frame to be rotated about any of the
three coordinate axes, scaled, and saved as an image.

In addition to a global display of the LV, volume and area
changes and motion were color-coded onto the LV surface.
The change in area of each triangle and the change in volume
or height of each tetrahedron were computed between ED and
ES. These differences were scaled so that relatively large
changes (LV average + s.d.) were displayed as pink-white, and
relatively small changes (LV average — s.d.) were displayed as
blue-violet. Average changes were displayed as green. The wire
frames were also depth shaded to add three-dimensional depth
cues to the display.

Regional areas, volumes, and motion were also displayed
as curves versus time. The LV wire frames and curves were
color-coded as to anatomical region so that the positions of
these regions and the corresponding curve data could be
readily visualized.

RESULTS

Phantom Studies

The volumes determined experimentally from the
reconstructed transaxial slices of the pear-shaped flasks
were quite similar to their actual volumes (Fig. 5). Note
that the actual flask volumes of 32, 60, 109, and 164
ml were larger than the nominal volumes of 25, 50,
100, and 125 ml. The correlation of the experimental
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FIGURE 5
Results of volume comparison in phantom study.

flask volumes (V,p) with actual flask volumes (V,.) was
very close: regression equation Ve, = 1.01 Vg + 1.29
ml, r = 0.999, where V., is estimated volume. The
standard error of the y estimate (s.e.e.) was 2.94 ml.
Variations in threshold about the user-set value had
a linear effect on experimental volume (Fig. 6). The
slopes of the lines relating threshold to volume were
—0.56 ml/G level, —.95 ml/G, —1.11 ml/G, —1.99 ml/
G for the 25-, 50-, 100-, and 125-ml flasks, respectively.
When thresholds are chosen inaccurately, the volume
changes vs. threshold (i.e., slopes), normalized for total
flask volumes, provide a measure of error when thresh-
olds are chosen inaccurately. These errors were 1.8%/
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FIGURE 6

Results of varying user-set threshold in phantom study.
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Results of stroke volume comparison in animal study.
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G, 1.6%/G, 1.0%/G, and 1.2%/G for the smallest to
largest flasks, respectively.

Animal Studies

Experimental stroke volumes (SV) correlated well
with thermodilution SV; however, the experimental
values averaged only 78% of the thermodilution (Fig.
7). The regression equation was SV, = 0.79 (SVexp) —
0.24 ml, r = 0.997, s.e.e. = 2.68 ml, where SV, is
estimated stroke volume and SV, is experimental
stroke volume.

The absolute distances of the experimental surface
points from the actual endocardial surface at ED were
quite small in most cases. The average of the absolute
values of these distances was 1.9 mm, only 0.5 pixel. In
general, ES errors are larger. The distances of the ex-
perimental points from endocardium at each of the six
marker locations are listed in Table 1. Note, a negative
distance indicates that the surface point was found
outside of the endocardial surface.

Patient Studies

Comparisons between ED and ES volumes computed
by CVG and TRVG are shown in Table 2. Local motion
or volume changes from ED to ES, color-coded onto
the LV endocardial surface at ES of the four patient
studies are shown in Figure 8. The first three patients
(Fig. 8A-8C) had 90% or greater LAD stenoses; the
fourth patient (Fig. 8D) had a 99% right coronary artery
stenosis and a 50% circumflex coronary artery stenosis.
Once again, purple or violet regions are those which
exhibited reduced local motion or volume changes. The
correlation of quantified motion to the known condi-
tion of this small number of patients was obviously
quite good.

A cyclic display of the three-dimensional wire frame
LV endocardial surface for the patient in Figure 8B is
shown in Figure 9. This patient had a 90% LAD ste-
nosis. The abnormal shape and movement of the apical
and lateral regions of the LV are clearly demonstrated.

643



TABLE 1
Distances of Experimental Surface Points from Endocardial Surface for Animal Studies

Dog 3 Dog 4 Dog 5
ED ES ED ES ED ES

Apical point -49 1.7 -3.0 -0.2 1.4 37
Basal point 0.1 47 16 33 -1.1 27
Septal point 0.4 21 0.2 -06 -13 -0.2
Lateral point 49 7. 40 6.5 -0.2 -08
Posterior point 3.2 47 -1 0.1 17 34
Anterior point -1.4 6.8 -25 -03 18 6.8

" All distances in mm. Negative distances indicate that the experimental surface point was found outside the endocardial

surface.

Time-volume curves for the nine regions of the LV
of the patient in Figure 8A are shown in Figure 10.
Here, the time course of regional volume changes in-
dicated abnormally reduced motion of the apical and
septal regions. The color-coded wire frame allows the
user to visualize the extent of the regional abnormali-
ties.

DISCUSSION

Tomographic RVGs require more acquisition time
than planar RVGs. Acquisitions take 30-35 min; this
is twice as long as a typical ungated tomographic study.
This acquisition time is not prohibitive, but it is does
preclude exercise studies. However, newer gamma cam-
eras with multiple heads can divide acquisition times
in half or even one-third; such advances may make
stress tRVG practical.

Processing time is longer with gated tomographic
studies than with gated planar studies. Tomographic
reconstructions must be performed and oblique slices
are often required. With our system, these two steps
take 45 min. The additional quantitative processing
described in this manuscript then requires another 20
min. Note that the largest amount of processing time is
in reconstruction and oblique slice creation; one reason
is that the computer used for these steps was a Techni-
care 560 computer which was built in the early 1980s.
With improved technology, the speed of these opera-

TABLE 2
Comparisons of End-diastolic and End-systolic Volumes
Computed from Contrast Ventriculograms and
Tomographic Radionuclide Ventriculograms

Patient End-diastolic End-systolic
no. CVG Tomo CVG Tomo
1 126° 120 63 33
2 101 117 62 45
3 126 137 52 52
4 138 130 34 47

* All volumes in ml.
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tions could be increased. Also note these processing
steps are not user-intensive and could theoretically be
run in a background-type environment while other
primary tasks such as additional acquisitions are run-
ning. These facts suggest that gated tomography is al-
ready realistic and will become even more so.

This study has demonstrated that it is possible to
automatically determine left ventricular endocardial
surface boundaries in tomographic radionuclide ven-
triculograms. It has shown that global volume measure-
ments and regional surface detection may be accurately
performed with minimal operator input. The color-
coded three-dimensional wire frame displays of the
detected LV surface give a clear and understandable
anatomically and physiologically important presenta-
tion of the data.

Thresholding is a simple technique easily applied to
medical images. Chow and Kaneko (38) found, as we
did, that one threshold is not sufficient for delimiting
the LV in RVG. They developed a variable thresholding
technique according to local histograms. Tauxe, et al.
(39) used a statistical threshold to accurately determine
phantom volumes using SPECT. Although manually
set thresholds are less reproducible, the results of this
study indicate that reasonable accuracy of surface de-
tection is possible with manually set thresholds.

There is no existing three-dimensional model of myo-
cardial contraction that can be used to track the endo-
cardial surface. In two dimensions, it is often assumed
that all points contract radially toward some common
center, but this is a simplifying assumption that has
been shown to be inaccurate (30-32). One two-dimen-
sional method tracks as many points as possible and
interpolates between tracked points to predict the mo-
tion of additional surface points (29). Good correlation
between endocardial markers and motion derived from
contrast ventriculograms has been demonstrated with
this model. Although the algorithm developed for this
study does not track a large number of points, as
instrumentation improves and anatomical features be-
come more distinct in the scans, the tracking can be
improved accordingly.
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FIGURE 8
Color-coded wire frame representations of the left ventricles of four different patients. A: Reoriented LAO view of LV
with a 100% left anterior descending coronary artery (LAD) stenosis. B: Reoriented LAO view of LV with a 90% right
coronary (RC) and 90% LAD stenosis. C: LAO view of LV with a 90% LAD stenosis. D: RPO view of LV with a 99%
RC stenosis and 50% circumfiex artery stenosis.

One weak point of our implementation is the manual
selection of the aortic valve plane. The assumption that
the LV does not rotate about its long axis is also
incorrect; however, currently the resolution of gated
blood-pool tomograms is such that the rotational mo-
tion of the LV about its long axis is quite difficult to
resolve accurately.

The variables computed and displayed in this study
were straightforward. Volume, area, and radial motion
can be easily understood and verified. LV volume from
tomograms has been computed by other investigators
using two different methods. Geometric methods such
as those used here rely on determining the LV surface
so that the number of pixels within the LV can be
counted. Volumes can be computed when the pixel
dimensions are known. Count-based methods identify
the LV “region” and the count rate of a “LV pixel.”
The total LV volume is determined by summing all
pixels in the region after weighting each pixel by its

Volume 30 * Number 5  May 1989

count rate. Graham and Caputo (/4) suggest that the
count-based method may be the more reliable because
it does not depend upon accurate edge detection, and
because it takes partial volume effects into account.
However, it does require a fairly accurate estimation of
the “LV region,” i.e., volume measurements will ob-
viously be inaccurate if atrial and/or right ventricular
pixels are included in the region. Attenuation and arti-
facts may also cause pixel intensity variations that
would introduce inaccuracies. The geometric method
was used here primarily because of the need to solve
the LV surface detection problem with subpixel accu-
racy for quantitative wall motion analysis; therefore,
this same information was readily available for volume
calculations.

The phantom, canine, and human studies were used
to validate the methodologies. In each case, acquisitions
were performed to allow the best possible reconstruc-
tions. Since the phantom was cylindrical and uniformly
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FIGURE 9

Cyclic display of the wire frame rep-
resentation throughout the entire
cardiac cycle; this is the same patient
as in Figure 8B.

attenuating, and because the flasks were not suspended
in any standard orientation, there were no severely
attenuated projections that would degrade the recon-
struction. For this reason, 360° acquisitions were used
for the phantom studies.

For both canine and human studies, however, atten-
uation and time considerations indicated 180° acquisi-
tions. By eliminating the badly attenuated posterior
projections, we hoped to improve the resolution and
contrast of the reconstructions. Tamaki et al. (40)
showed that for nonattenuation corrected tomographic
thallous chloride perfusion studies, 180° acquisitions
gave better contrast and resolution in the reconstruc-
tions than 360° acquisitions. We did not repeat this
investigation for tRVG reconstructions; however, we
have found that 180° tRVG reconstructions generally
demonstrate better contrast than 360° reconstructions.

Reconstructions of the cardiac blood pool are best
when they are created from those projections that are
closest to the left ventricle. In canines, the heart is
located more anteriorly than in humans, where the
heart is located to the left of center and anteriorly. For
this reason, we acquired 180° projections from right
lateral to left lateral in dogs, and from right anterior
oblique to left posterior oblique in patients.

For both canine and patient studies, 16 time frames
per beat were acquired. It has been shown that a framing
rate of 20 frames/sec is sufficient for measuring ejection
fraction reliably (47). In that study, the average heart
rate of the patient population was ~72 bpm, and thus
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the average number of frames/cardiac cycle was 16.7.
If volumes can be reliably measured at these framing
rates, then it can be assumed that wall position, and
therefore wall motion, can also be measured accurately.

However, these same investigators also showed that
measures of peak ejection rate and peak filling rate
require slightly higher framing rates. This is because
computing the maximum change in volume with time
requires calculation of the differential of the volume vs.
time curve. The accuracy of this differential will im-
prove as more points are added by increasing the fram-
ing rate. Thus, rates of change of volume, as well as
rates of change of wall position (i.e., velocity) may
require higher framing rates than 16/cardiac cycle.

The results from the phantom studies demonstrated
a high degree of accuracy for measurement of volume.
Errors were largest for the two smallest flasks. There
are several potential explanations for this finding. Their
boundaries were, in general, further away from the
detector, and thus their reconstructions were more
likely affected by scatter and attenuation. The smaller
flasks have fewer total counts (less volume) and hence,
more Poisson noise. Also, the smaller flasks have a
higher surface area to volume ratio than the larger
flasks; therefore, partial volume errors, i.e., thresholding
errors that falsely include edge pixels as flask when they
are actually background, or falsely exclude edge pixels
as background when they are actually flask, should be
proportionately larger for the small flasks.

As mentioned previously, the threshold decision is
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crucial to accurate volume measurements. Because
there were no surrounding structures to provide a frame
of reference, setting thresholds was especially difficult
for the phantom studies. The presence of the ventricular
and atrial septa provide the user with intuitive infor-
mation of acceptability of threshold limits for the edges
of the cardiac ventricles.

The animal studies also demonstrated that ventricu-
lar volume can be accurately determined using these
techniques. In addition, they showed that at end-dias-
tole at least, regional surface detection is accurate. Dis-
tance of the experimentally determined endocardial
surface points from the endocardial marker locations
were quite small at ED, within 5 mm in all cases. Five
millimeters is only 1.4 pixel, and can be easily explained
by inaccuracies in choosing the radioactive marker
locations in the gated marker images and in choosing
the best threshold for the tomographic blood-pool im-
ages.

Surface detection errors at end-systole were, in gen-
eral, larger than those at end-diastole. This is primarily
because end-systolic measurements of surface detection
accuracy incorporate bias distance errors. It cannot be
assumed that points deep in the myocardium several
millimeters from the endocardial surface move in the
same way as those on the endocardial surface, especially
as much of the decrease in chamber volume during
systole is accounted for by wall thickening. Other in-
vestigators have surmised that the thickening of papil-
lary muscles and infolding of endocardial trabeculations
squeeze blood out of the regions in between them and
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FIGURE 10

Time-volume curves and the corresponding regions of the
LV which they represent; this is the same patient as in
Figure 8A.

“decouple” midwall marker motion and endocardial
dynamics (30). The extent of this bias distance error is
probably impossible to determine; it depends upon the
location of the '**Gd marker within the LV, distance of
the marker from the endocardial surface, and the car-
diac dynamics of each dog. In this study, some '**Gd
sources were found as far as 1 cm away from the
endocardial surface of the LV. With ED bias distances
this large, it would be expected that systolic wall thick-
ening would cause the ES bias distance to be larger than
the bias distance used in the error measurement. This
additional distance would be subtracted from the stated
errors at ES, so that any positive error would decrease,
and any negative error would increase.

The correlations of experimental and thermodilution
stroke volumes were encouraging. Although it is im-
possible to determine how much error is involved,
thermodilution measurements are subject to several
potential sources of error. Errors in the stroke volumes
determined experimentally from TRVG most likely
were due to errors in ES volume calculations, since the
ES images were usually of poorer quality due to the
extremely small LV volumes of canine hearts at end-
systole.

The patient studies did not quantitatively validate
the processing methods described here. ED and ES
volumes measured from contrast ventriculograms re-
quire several geometric assumptions regarding ventric-
ular shape and are not an ideal “gold standard” for
comparison. Comparisons of known coronary artery
stenoses with regions of reduced wall motion were
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qualitative. Nevertheless, the areas of reduced wall mo-
tion corresponded well with the distribution of high
grade coronary artery stenoses (Fig. 8). Thus, the poten-
tial for the clinical use of this technique appears favor-
able.

CONCLUSION

These studies have demonstrated that it is possible to
quantify regional wall motion in three-dimensional
from tomographic radionuclide ventriculograms. Spe-
cifically, it was shown that the three-dimensional proc-
essing methods described here can accurately identify
the LV surface prefatory to the calculation of local,
regional, and global ventricular motion, area, and vol-
ume. We conclude that these techniques for the quan-
tification and display of LV wall motion demonstrate
excellent potential and should be highly reliable and
useful in clinical use.
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