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Pulse height analyzer windows that are set on the high side of the photopeak are known to
improve spatial resolution and contrast when used for scintillation camera imaging.
Asymmetric windows can be used with some scintillation cameras that have energy
correction circuitry. In this study the improvement in spatial resolution and loss of field
uniformity for "mTc, 2Â°'TI,and 131Iwere measured as a function of window asymmetry (up to

30%, defined relative to the loss of counts as compared to a symmetric window under
intrinsic conditions). Flood field uniformity was inversely related to the degree of window
asymmetry. With 10 cm of scatter the "Te integral uniformity deteriorated from 7.9% with a

symmetric window to 11.5% for a 30% asymmetric window. The corresponding values for
2Â°'TIwere 9.9 and 10.9%. Even without additional scatter, the values for 131Iwere 23.0 and

26.5%. Spatial resolution, as measured by the full width at half maximum in 10 cm of scatter
improved by only 5% for "Te and 7% for 2Â°'TI.However, the full width at tenth maximum
increased by as much as 20% for ""Tc and 201TI.A large percentage of this improvement

was attained with small degrees of asymmetry. This study demonstrates that 10% or less
asymmetry can provide most of the benefit in spatial resolution and contrast that is to be
gained without significant losses in field uniformity and count rate.
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'ecause of the poor energy resolution of scintillation
detector systems, the pulse height analyzer windows
that are commonly used for imaging include substantial
numbers of photons that have been scattered (1-3).
This reduces the spatial resolution and contrast of the
images produced with these windows (4,5). Although
this problem exists for all photon energies emitted by
commonly used radionuclides, it becomes more serious
as photon energy decreases (6,7). The nature of Comp-
ton scattering is such that as photon energy decreases,
the scattered photon retains a larger and larger percent
age of the original energy (8). When the difference in
energy is small there is overlap of the photopeak and
the Compton portion of the spectrum. As a result,
scattered events are accepted by the pulse height ana
lyzer (PHA) and are included in the image formation
process. This problem is compounded by the presence
of scatter because the ratio of scatter to primary photons
in the photopeak increases with depth of the source in
a scatter medium (9-11).

A number of years ago it was proposed that the use
of analyzer windows set asymmetrically high on the
photopeak could be used to improve spatial resolution
and contrast by reducing the number of scattered pho
tons included in the PHA window (12). Because the
use of asymmetric windows reduces the number of
counts in the image if the total time is held constant,
considerable effort was put into selecting the optimum
window (3,4,13-17). Necessity dictates that there must
be a compromise between the improvement in spatial
resolution and contrast and the increase in image noise,
unless longer imaging times are used. No single window
setting is appropriate for all imaging situations because
of the variation in the amount of scatter that is present.

Although asymmetric windows were used for early
models of scintillation cameras, subsequent improve
ments in spatial resolution made them particularly
sensitive to PHA window settings (18). Asymmetrically
high PHA windows produced images of unacceptable
field uniformity. The introduction of special electronic
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circuits to correct for variations in the location of the
photopeak across the face of the Nal(Tl) crystal in
scintillation cameras brought about renewed interest in
the reduction of scatter by this technique. Steidly et al.
demonstrated that asymmetric windows improved le
sion contrast and produced sharper edges for both
thallium-201 (2Â°'T1)and technetium-99m (99mTc)(19).

Subsequently, Lewellen et al. used a series of disks to
study edge sharpness and contrast (20,21). Their work
confirmed the results obtained by Steidly et al. The
improvement in contrast has also been studied by
Lafontaine et al. (22). They used a phantom to study
the effect on contrast and found it improved by as
much as 32% for WmTcand 39% for 2Â°'T1.More re

cently. Collier et al. reported the use of asymmetric
windows on a series of bone imaging studies (23). Both
clinical impression and quantitation of images acquired
in a computer confirmed the advantage of using asym
metric windows. Ricciardone et al. found similar results
with 2Â°'T1(24).

The purpose of this study was to quantitate the
changes in spatial resolution and field uniformity as a
function of window asymmetry. These data, together
with a study of the improvement in contrast and an
observer performance study, should prove useful in
determining the instrument settings which will provide
maximum benefit in clinical imaging.

MATERIALS AND METHODS

Data were collected for this study with a Picker Dyna-
Camera 5C (0 95 cm crystal) interfaced to an ADAC 3300
computer through an O'Neill Enterprises box. The box was

used to provide additional choices of image magnification and
rotation. For "Te and 2Â°'T1imaging, a HEX 0.070-in. general
purpose collimator was used. When iodine-131 (I3II) was
imaged, a 0.100-in. HEX array collimator was selected. Field
uniformity and spatial resolution measurements were made
with five different PHA window positions. Symmetrical, 5 10,
20, and 30% asymmetric (labeled SYM A05, AIO, A20, and
A30, respectively). Asymmetry was defined on the basis of
count loss with respect to the counting rate observed in a
symmetric window under intrinsic conditions. A 20% window
was used for all "Te and "'1 measurements; the 2("T1window

was 25%.
Prior to each data collection session, the Micro-Z energy

and renormalization maps (Stages I and II) were loaded fol
lowing the protocol provided by the manufacturer (25).
Subsequent measurements were made with full correction.

Field Uniformity
Four different measurements of field uniformity were made

at each of the five window positions. Intrinsic uniformity was
measured with the appropriate radionuclide as a point source
at a distance of approximately five crystal diameters. The
detector was facing upward and electronic masking was em
ployed to minimize edge-packing effects. Fifteen million
counts were collected in each image in a 64 x 64 x 16 bit
matrix. Care was taken to keep the count rate below 30k cps.

Three extrinsic flood images representing different scatter
conditions were obtained for all window positions. For the
first, a liquid-filled flood placed directly in contact with the
collimator on the inverted detector was used to generate a 15
million count image. The second image was obtained with 5
cm of lucite inserted between the collimator and the flood and
5 cm of lucite on top of the flood. Conditions for acquiring
the third image were similar except that a total of 10 cm of
lucite was placed between the collimator and the flood. In all
studies, care was taken to thoroughly mix the flood and to
keep the sides of the phantom flat.

Field uniformity was quantitated by four different param
eters for both the central and useful field-of-view (CFOV and
UFOV). The method described by Keyes et al. was used to
calculate the percentage of pixels within above, and below the
mean with a 2 s.d. allowance for counting statistics (26). Field
uniformity was also calculated by the method of Cox and
Diffey (Uniformity Index, UI) which expresses uniformity as
the total variance in the image minus the variance that
is associated with counting statistics (27). Finally,
the National Electrical Manufacturers Association (NEMA)
protocol was used to compute the integral and differential
field uniformity (28).

To test the reliability of these measurements, symmetric
windows were used on intrinsic WmTcfloods and measured
independently 19 separate times involving 12different Micro-
Z loadings. Similar but less extensive tests were performed
with 2Â°'T1(three independent measurements with three
separate Micro-Z loadings).

Spatial Resolution
Three different techniques were used to evaluate changes

in spatial resolution as a function of analyzer window positon.
A NEMA slit pattern and the NEMA protocol were used to
measure intrinsic spatial resolution in one central region of
the CFOV using a 256 x 256 x 16 bit matrix. To provide
adequate data sampling, a zoom factor of 5:1 was used (three
fold factor by computer. 1.7 factor in the O'Neill box). Intrin
sic resolution was not measured for 131Ibecause of the exces

sive penetration of the higher energy photons through the
NEMA pattern.

Measurement of extrinsic resolution was made with two
different scatter conditions. For one, a 1.0-mm inside diameter
line source embedded in lucite 5 cm from the collimator face
with 5 cm of back scatter was used. For the second, the line
source was 10 cm from the collimator face with 5 cm of back
scatter. For each measurement the full width at half maximum
(FWHM) and full width at tenth maximum (FWTM) were
computed.

RESULTS

Field Uniformity
The results of the field uniformity measurements for "Te

are presented in Fig. 1. It is important to note that when the
Keyes et al. method is used, poorer uniformity is associated
with a smaller percentage. In contrast, when the NEMA
integral. NEMA differential, and Uniformity Index (UI) meth
ods are used, the percentage increases as uniformity deterio
rates. Intrinsic field uniformity for "Tc was very insensitive

to the degree of asymmetry. By the Keyes et al. method of
analysis, field uniformity for the CFOV, defined as the per-
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FIGURE 1
A: Technetium-99m flood field uniformity measured by percentage of cells within 5% of the mean (Keyes et al.) as
function of analyzer window asymmetry for four different scatter configurations: (A) Intrinsic; (O) Extrinsic liquid-filled
flood; (â€¢)Extrinsic flood with 5 cm scatter and 5 cm backscatter (â€¢)Extrinsic flood with 10 cm scatter and 5 cm
backscatter. B: "Te flood field uniformly measured by the Ul as function of analyzer window asymmetry for four
different scatter configurations. C: 99nTc integral flood field uniformity measured by NEMA algorithm as function of
analyzer window asymmetry for four different scatter configurations. D: "Te differential flood field uniformity measured

by NEMA algorithm as a function of analyzer window asymmetry for four different scatter configurations

centage within Â±5%of the mean, decreased from 100 to
99.6% when the window was moved from the SYM position
to A30, a percentage loss of 0.4, while the NEMA integral
uniformity increased from 3.1 to 5.0%. NEMA differential
uniformity increased from 2.4 to 3.8% and the UI increased
from 1.3 to 2.6.

Extrinsic measurements showed more striking changes.
When the flood phantom alone was used, absolute uniformity
(Keyes method) in the CFOV decreased from 99.5 to 96.2%,
a percentage decrease of 3.3%. With 5 cm of scatter and 5 cm
of back scatter (5/5) the absolute uniformity fell from 97.7%
to 82.8%, a loss of 15.3% (Keyes method). The UI increased
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by 55% while the NEMA integral uniformity increased by
64% and differential uniformity increased by 42%. Finally,
for 10 cm of scatter and 5 cm of back scatter, the Keyes
uniformity decreased from an absolute value of 96.5 to 81.4%,
a 15.6% loss. The percentage increase values for the Uniform

ity Index, NEMA integral, and NEMA differential uniformity
were 46, 46, and 34%, respectively.

In Fig. 2 the results of the measurements with 2<"T1are

presented. The percentage losses (Keyes method) covering the
range from SYM to A30 for the intrinsic, extrinsic flood only.
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FIGURE 2
A: Thallium-201 flood field uniformity measured by percentage of cells within 5% of mean (Keyes et al.) as function of
analyzer window asymmetry for four different scatter configurations: (A) Intrinsic; (O) Extrinsic liquid-filled flood; (â€¢)
Extrinsic flood with 5 cm scatter and 5 cm backscatter; (â€¢)Extrinsic flood with 10 cm scatter and 5 cm backscatter.
B: 201TIflood field uniformity measured by the Ul as function of analyzer window asymmetry for four different scatter
configurations. C: 2Â°'TIintegral flood field uniformity measured by NEMA algorithm as a function of analyzer window
asymmetry for four different scatter configurations. D: ^'Tl differential flood field uniformity measured by NEMA

algorithm as function of analyzer window asymmetry for four different scatter configurations
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TABLE 1
Extrinsic Count Loss for Nominal Intrinsic

Window Settings

Radionuclide
Window size"Tc 20%Added

scatter(cm)SourceTcFloodFloodFloodLineLine:Â»,T|FloodFloodFloodLine,3,,FloodForward05105100510100Back0555505550Â«"TI25%20%Percentcount lossrelativeto
SYMA057.112.316.013.417.88.111.613.113.1A1012.419.323.521.027.214.118.619.520.05.2windowA2022.129.235.131.239.024.928.529.730.810.5A3033.039.645.841.250.234.136.638.939.414.2

extrinsic 5/5. and extrinsic 10/5 configurations were â€”1.5,
-1.6, -2.0, and -4.2%, respectively. The corresponding val
ues for the Uniformity Index were +16, +27, +18, and +16%.
NEMA integral uniformity values increased by 6, 10, 20, and
10% while NEMA differential uniformity values increased by
56, 21, 14. and 8%. Note from the graphs that the loss of
uniformity was almost linear for 2Â°'TIas a function of window

asymmetry.
The results for '"I were generally similar to those of "Tc

except that the absolute uniformity for the symmetric window
was generally poorer for every test situation and the loss of
uniformity as a function of window asymmetry was more
rapid.

The analysis of reliability was performed with three differ
ent analysis indices: Uniformity Index. NEMA integral, and
NEMA differential. For "Te the percentage standard devia

tions were 7.1. 7.4. and 7.6 for the CFOV and 10.1, 20.7, and
24.3 for the UFOV. The corresponding values for 2f"TIwere

1.7. 7.4, and 2.6 (CFOV) and 2.1, 12.0, and 1.2 (UFOV).
It is important to note that the degree of asymmetry was

defined relative to the symmetrical window for an intrinsic
configuration. The loss of counts was considerably greater
when scatter was present. Ten centimeters of scatter produced
a loss of counts for **Tc A05 and AIO windows of 16 and
26%, respectively. For 2Â°'T1the corresponding values were

13.1 and 19.5%. The values for all windows are presented in
Table 1.

SPATIAL RESOLUTION

In the absence of scatter there was less than a 5.4% change
in the FWHM or FWTM as a function of window asymmetry'
for both "Tc and 2Â°'TI.When scatter was present, the

expected improvement in spatial resolution was observed (Fig.
3). At a distance of 5 cm with 5 cm of back scatter the FWHM
for "Te showed only a 2.0% improvement (average for 0
and 90Â°orientations) for the maximum degree of asymmetry

used in these experiments (A30). A more significant improve

ment of 8.4% was observed for the FWTM with the A30
setting.

In the higher scatter situation, 10 cm of distance with 5 cm
back scatter (10/5), the maximum improvement in FWHM
and FWTM was approximately double the values observed
with the 5/5 configuration, 4.7 and 19.2%, respectively, even
though the absolute values for the symmetric window were
poorer (Fig. 3). Although the FWHM and FWTM values
continued to improve as the analyzer window was set at greater
degrees of asymmetry, most of the advantage was attained
with the AIO window.

Measurements of spatial resolution changes for 2Â°'TIwere

made with only the high scatter (10/5) configuration. The
absolute values of the FWHM and FWTM for 2Â°'T1with the
SYM window were poorer than for "Tc, 12.8 and 53.1 mm,

respectively, but the percentage improvement for the A30
window was more than double the values for "Tc, 7.4 and

18.8% respectively, for the same scatter configuration (Fig. 3).
It is important to note that in contrast to "Tc, almost the

full advantage in spatial resolution improvement was found
at the A05 window setting for 2Â°'T1.No real improvement in

FWHM and FWTM values was noted beyond the A10 setting.

DISCUSSION

These experiments have served to quantitate the de
gree of improvement in spatial resolution and the loss
of field uniformity as a function of analyzer window
asymmetry for one specific camera of one manufac
turer. Despite this limitation, we believe that our results
can be generalized to other scintillation cameras be
cause the underlying physical principles remain the
same.

In the presence of scattering media, spatial resolution
improved when asymmetric windows were used. Sepa
rate experiments demonstrated that contrast also im
proves (22). However, the degree to which this advan
tage can be utilized depends on the concomitant loss in
field uniformity. This will depend on a number of
factors: (a) the state of tune of the camera being used;
(b) the nature of the specific energy correction circuitry
employed (64 x 64 compared with 128 x 128 mapping);
(c) the presence or absence of linearity (distortion)
correction circuitry; and (d) the energy resolution of the
detector system.

Because the camera that was used for this study did
not have both energy and linearity correction circuitry,
it was not surprising to observe a significant loss of field
uniformity with increasing window asymmetry. It was
interesting to note that for 99mTcthe 5/5 and 10/5

scatter configurations gave similar curves as a function
of window asymmetry while they were significantly
different for 2("T1(Figs. 1 and 2). Furthermore, 99mTc

uniformity showed the largest percentage decrease with
increased window asymmetry. At high degrees of asym
metry, A20 and A30, fine structure of the same spatial
frequency as the correction matrix appeared in the
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FIGURE 3
A: Percentage improvement in FWHM of extrinsic line spread function for "Tc with two different scatter configurations.

(â€¢)5 cm of scatter with 5 cm of backscatter; (A) 10 cm of scatter with 5 cm of backscatter. Reference values for
FWHMs are 7.50 and 11.2 mm, respectively (A, B). B: Percentage improvement in FWTM of extrinsic line spread
function for "mTc with two different scatter configurations. The reference values for the FWTMs are 15.1 and 25.6 mm,
respectively. C: Percentage improvement in FWHM of extrinsic line spread function for 201TIwith 10 cm of scatter and

5 cm of backscatter. Reference value for the FWHM is 12.8 mm. D: Percentage improvement in FWTM of extrinsic line
spread function for 201TIwith 10 cm of scatter and 5 cm of backscatter. Reference value for FWTM is 53.1 mm

images. This may be associated with the fact that as the
window asymmetry increased, the relative difference
between adjacent energy windows associated with the
correction matrix becomes larger.

The percentage loss of uniformity with maximum
asymmetry was smaller for 30lTl. This may be due to

the use of a wider pulse height analyzer window and
the fact that the 2t"Tl photopeak is composed of a
spectrum of mercury (:o'Hg) x-rays with energies be

tween 66 and 80 keV. In setting the symmetric photo-
peak window for 2Â°'Tl.the window was centered over

the spectrum to obtain the maximum count rate. There
fore, the asymmetric windows represented a baseline or
centerline that was advancing through a spectrum of
photon energies. That situation may account for the
decreased symmetric window flood field uniformity and
the insensitivity of the uniformity to window asymme
try. However, it might also have been caused by the
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lower energy resolution of the scintillation camera for
2o,T|

The poor absolute field uniformity for ml and the

more rapid loss of uniformity with window asymmetry
probably reflects the inability of a Tc correction map
based on intrinsic conditions to correct for a markedly
different energy. This may be associated with the im
proved energy resolution as a function of photon
energy.

The four indices that were used to evaluate field
uniformity provided different types of information. The
methods of Keyes et al. and Cox and DifTeyprovide
global measures of field uniformity. From the stand
point of percentage change. Cox and Diffey's technique

(UI) was more sensitive. However, the Keyes method
was useful in that when images were produced that
displayed only the number of pixels inside the uniform
ity limit, visual inspection of the images provided useful
information concerning the distribution of nonuni-
formities. The UI and the NEMA integral uniformity
showed patterns of change as a function of window
asymmetry that were very similar in shape although the
absolute values of the UI were approximately half those
of the NEMA values. According to Cox and Diffey, the
UI is relatively insensitive to the number of counts per
pixel once the value exceeds 100. For this reason it
might be the index of choice in certain situations
because fewer total image counts would be required.

In these experiments dramatic changes in differential
uniformity were not observed. This is important be
cause Cradduck et al. have shown that when differential
uniformity exceeds 10% ejection fraction (EF) meas
urements at high EF values showed significant changes
(29). This is probably due to the effect of differential
uniformity on the performance of edge-finding
algorithms.

On the basis of this study alone it was impossible to
determine the point at which uniformity became "un
acceptable" that is, caused the reader's confidence in
stating that a "lesion" was present to be altered. Of

course this would be markedly affected by the contrast
in the "lesion." The question was addressed as a part of

this study that has been reported separately. Briefly, an
observer performance study demonstrated that asym
metric windows lead to increased accuracy in finding
cold lesions (contrast varied from 12 to 16%) in a sea
of activity. When window asymmetry of 20% or greater
was used, however, the improved lesion detectability
(contrast) was offset by an increased number of false
positives (21).

Our results indicate that only moderate degrees of
asymmetry provide nearly the maximum improvement
in spatial resolution. For "Tc, ~75% of the maximum

improvement in the FWTM was found with the AIO
setting in the 10/5 scatter configuration. For 2Â°'T1,

essentially 100% of the benefit was provided with an

A05 setting. In the presence of 10 cm of scatter these
settings corresponded to a 24 and 13% loss of counts
for"Tc and 2Â°'T1,respectively. It is of interest to note

that the same general pattern was seen in high scatter
lesion contrast measurements (22).

The rapid plateauing of FWHM and FWTM values
for 2Â°'T1as compared with "Tc is difficult to explain.

It may be related to the fact that the photopeak region
of 2Â°'T1consists of multiple x-ray photons between 66

and 80 keV. Another factor is the reduced separation
between the Compton scatter peak and the photopeak.
The latter suggests that asymmetric windows would be
more effective for 2Â°'T1,as compared with "Tc, and

this was observed at small degrees of asymmetry. The
former suggests that a plateau might be observed be
cause as the amount of scatter from one x-ray popula
tion was reduced the amount from a higher energy
might be increased. Further work is needed with a
monoenergetic photon emitter such as 2Â°'Hg(77 keV)
or xenon-133 (80 keV) and different amounts of scatter
to understand this phenomenon.

CONCLUSIONS

This study verified the expected improvement in
spatial resolution in high scatter situations that would
be expected with the use of asymmetric windows. For
the particular camera used, a loss of uniformity with
increasing window asymmetry was also observed. Cam
eras that have been developed more recently maintain
their uniformity at higher degrees of asymmetry. The
fact that most of the improvement in spatial resolution
and contrast is gained with relatively small degrees of
asymmetry (10% for "Tc and 5% for 2Â°'T1)suggests

that large degrees of asymmetry do not offer signifi
cantly greater benefits. Furthermore, highly asymmetry
windows are undesirable because of the large decrease
in recorded counts per unit time. Clinical studies are
underway to document these conclusions.
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