
ingle photon emission computed tomography
(SPECT) with a rotating scintillation camera places
stringent requirements on camera uniformity. Rogers
et al. (1 ) have shown through computer simulation that
nonuniformity with a relative standard deviation (rs.d.)
of 1% can sometimes produce detectable artifacts in
reconstructioÃ±scontaining 2.5 X 106 counts per slice.
Our own simulations confirm this (Fig. 1).

The simulations imply that the camera with collimator
should havea nonuniformity no greater than 1%r.s.d.
To meet this requirement one must correct acquired
images using a flood-field image of a large source con
taming uniformly distributed radioactivity. Unfortu
nately, any nOnuniformities in the radioactivity distri
bution of the source will introduce artifacts similar to
those obtained with an equivalently nonuniform camera.
Uniformity requirements for the source are, in fact, even
more stringent than those for the camera, since the
flood-field image will contain statistical variation due
to finite counts.

Refillable technetium-99m (99mTc) liquid sheet
sources are widely used for generating flood-field images
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for SPECT uniformity correction, but good source uni
formity requires meticulous preparation (1â€”3)and one
must contend with the possibility of spillage and con
tamination. A solid cobalt-57 (57Co)sheet source would
be more convenient to use as it requires no preparation
and is not subject to spillage, but source nonuniformity
has generally been somewhat greater than 1% r.s.d.
(1 ,2). This limitation could be overcome, however, if we
had a map of the radioactivity distribution in the cobalt
sheet source. We would then be able to correct a flood
field image of the source using the source map, and thus
obtain an image which is equivalent to the flood-field
image of an almost perfectly uniform source.

A map generated from a single image of the cobalt
sheet source made with a scintillation camera would be
unsatisfactory because it would incorporate the effects
of camera nonuniformity. These effects can be removed
if we image the source in a number of different positions
along both the x-axis and the y-axis of the camera with
adjacent positions separated by some fixed distance d.
We can then consider the source and the camera to be
subdivided into pixels of size d X d. Each pixel of the
camera will image a group of adjacent pixels of the
source, and the ratios of the counts for those pixels are
measures of the ratios of the activity contained in those
pixels of the source, independent of the sensitivity of the
particular camera pixel doing the imaging. From these
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FIGURE I
Simulationof effect of 1% r.s.d. nonuniformityof camera on reconstructed slice containing2.5 X 106total counts. A:Noisy
data,uniformcamera.B:Samedatawith 1% r.s.d.nonuniformfty.IrregularcentraldefectispresentSevenof 30simulations
had comparable artifacts

ratios one can construct a map of the source through a
series of algorithms described in the Appendix.

The procedure described in this report will permit
mapping of a cobalt sheet source with a root-mean
square(r.m.s.) error of about 0.5%,basedon computer
simulations and two independent mappings of a source
using two different scintillation camera heads.

MATERIALS AND METHODS

Computersimulations

The parameters that must bespecifiedin the mappingpro
cedure are the total number of counts to be detected, the
number of source positions along each axis, and the pixel size
(representing the distance between source positions). If the
pixel size is chosen too small, the necessary positioning accu
racy and counting requirements could not be met through
manual positioning of the source; hence, a pixel size of 12 mm
was chosen a priori as a size that would be practical to deal with
in the actual experiment. Then a detector with an imaging area
40 cm in diam wouldbe representedby a 31 X 31 array (the
array has odd dimensions because the present method for
mapping the source requires a central pixel).

Simulations were carried out for 30M, lOOM, and 300M
total counts and 3, 5, 7, 9, and 11 source positions per axis. The
source activity distribution and the detector sensitivity distri
bution were represented by random values, normalized to an
averagevalueof I, whichwereassignedto thosepixelsof a 31

x 31arrayincludedwithinacircle31.2pixelsindiam(the
remainingpixelswereassignedthe valuezero). Imageswere
generated for each source position, in which the counts assigned
to each pixelweregenerated froma Poissonrandomvariable
with meanvalueequalto the productof the sourceactivityand
detector sensitivityfor that pixel, multipliedby the average
counts per pixel. The source map was computed by the algo
rithms described in the Appendix, and its r.m.s. error, as
compared with the actual source activity distribution, was
determined. The procedure was repeated for 100 trials (25
trials for nine or 11 source positions).

Simulations were carried out in which 100 independent pairs
of maps were generated using 214M total counts and nine
positions per axis (the parameters used in the actual mapping
experiment), and the r.m.s. error in each mapping and the
r.m.s. difference in each pair of mappings were determined.

Source mapping

A I.9mCi57Cosheetsource*wasimagedfor identicaltime
in nine positions along the horizontal axis of the camera face,
and in nine positions along the vertical axis, with a 12 mm
separation between adjacent positions. Approximately 12
million counts were acquired in 20 mm in each position, for a
total of 214 million counts. Imaging was carried out using the
red headof a dual headedcamerat interfacedto a computer.t
The procedure was repeated using the green head of the
camera.

To achieveaccuratepositioning,horizontalandverticallines
weredrawn on the source,and cross-marksweremadecorre
spending to each position to which the source was to be moved.

The Journal of Nuclear Medicine410 OppenheimandAppledorn



2.0

1.6

1.2 â€”

30M total counts

1.0 â€”

lOOM total counts

0.6 â€”

0.5 â€”

0.4 â€”

O,O

0

uJ
LI)

0.8 â€”

I 214M total
counts

300M total counts
FIGURE 2
Percent r.m.s. error in simulated
mapping of 31 X 31 sotrce as function
of totalcountsdeteCtedandnumberofsotrcepositionsalongeachaxis.Error
decreaseswithincreasingtotalcounts,
and with increasing source positions.

J For214Mtotalcountsandnineposi
1 1 tions per axis, correspondingto actual

mappingcarriedout,predictedr.m.s.
error is 0.46%

x 64andthenshiftedandresealed,bymeansof thecalibration
factors, to be of the correct size and location for an image made
with the corresponding camera head. This procedure is de
scribed in detail in the Appendix.

A differenceimage wasgenerated fromthe 31 X 31 maps
for each camera head, and the r.m.s. difference in the maps was
determined from that image.

RESULTS

Computersimulations
The resultsof the simulationsare shownin Fig.2. As might

be expected, the r.m.s. error decreases with increasing total
counts. It is also seen that for fixed total counts the error de
creases as the number of source positions is increased, but the
decrease is negligible beyond nine positions per axis. It was on
the basis of these simulations that we chose to move the source
to ninepositionsalongeachaxis,and tocollectinexcessof 200
million total counts, as this should have permitted a mapping
with an r.m.s. error of about 0.5%.

The simulationsbasedon the parametersusedin the actual
mapping experiment (2l4M total counts, nine positions per
axis) revealed an expected r.m.s. error in each mapping of
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SOURCEPOSITIONS PER AXIS

A string, taped at one end, was stretched precisely along the

horizontal axis of the camera face, and a similar string was
stretched preciselyalong the vertical axis. For movementof
the source along the horizontal axis, the source was positioned
so that the horizontal line on it coincided with the horizontal
string, while one ofthe cross-marks coincided with the vertical
string. Movement along the vertical axis was accomplished in
a similar manner.

Forcalibrationa four-quadrantbar phantomwaspositioned
so that its axes coincided with the axes of the camera head, and
was imaged using the cobalt source. It was then rotated 90Â°
and imaged again. This was done with both the red and the
green heads of the dual headed camera. From these images,
combined with measurement of bar spacing in the phantoms,
calibration factors were determined representing the coordi
nates of the physical center of the camera head and the scale
for each axis.

The images of the source obtained with each head were
centered,resealed,and convertedinto31X 31arraysofpixels,
using the calibration factors.The ratio of the activityof each
pixel of the source to that of each of its neighbors was deter
mined. From these ratios a 31 X 31 map of the source was
constructed, in whichthe central pixelwasassignedan arbi
trary value of 10,000 counts. The map was interpolated to 64
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FIGURE 3
Mapping of cobalt source with red headof dual headedcamera. Above each image is central profile on scale from 9,500
to 10,500counts.A:31X 31sotrcemapinterpolatedto64X 64,demonstratingmultiplebandsofincreasedanddecreased
activity. B: High count flood-field image made with source, demonstrating linear and circular defects. C: Flood-field image
corrected with source map. Linear defects attributable to source have been mostly removed

@1

A
B C

0.46% (s.d. 0.08%, s.c.m. 0.006%), and an expected r.m.s.
difference in the pair of mappings of 0.65% (s.d. 0. 12%,s.c.m.
0.012%).

The choice of detector sensitivity distribution was found to
have no effect on the results of these simulations, and the choice
of source activity distribution was found to have only a minimal
effect.

Sourcemapping
The source map obtained with the red head of the dual

headed camera is shown in Fig. 3A, along with a central profile
ofcounts in the map on a scale from 9,500 to 10,500counts (the
central profiles for other images are scaled similarly). There
are several bands of alternating increased and decreased ac
tivity in the source, having about a 3 to 4%variation from peak
to valley. Figure 3B is a high count, flood-field image of the
source, made with the red head. This image contains both
round defects due to nonuniform camera sensitivity and linear
defects due to nonuniform radioactivity distribution in the
source. Figure3C isa correctedflood-fieldimageobtainedby
dividing the uncorrected image (Fig. 3B) by the source map.
The linear defects due to the source have been mostly
removed.

The resultsof mappingthe sourcewiththe greenheadof the
dual headed camera are shownin Fig.4. The map (Fig. 4A)
is quite similar to the one obtained with the red head. In this
instance, however, the camera was poorly tuned and the
flood-field images, both uncorrected (Fig. 4B) and corrected
by the source map (Fig. 4C), are very nonuniform.

The r.m.s.differencein the two31 X 31maps,relativeto the

averagevalueof either map, was foundto be 0.68%.A slight
misregistration of the two maps was discovered, which was
correctedby shiftingthe imputedphysicalcenterof the images
obtained with the red camera head by 0.7 mm in the x-direction
and 2.6 mm in the y-directionand recomputingthe map for
that head. This reduced the r.m.s. difference in the two maps
to 0.66%. In comparison, the individual red and green 31 X 31
maps had nonuniformities of I .91% r.s.d. and 2.03% r.s.d.,
respectively.

DISCUSSION

Camera nonuniformity as small as 1%r.s.d. can pro
duce disturbing and misleading artifacts in SPECT
images (1) (see Fig. 1). An artifact of this type generally
appears as a central â€œhotspotâ€•or â€œcoldspotâ€•in the
image, although it may also take on the form of a con
centric hot or cold ring (2,4). The amplitude of the ar
tifact is related to the amplitude of the camera nonuni
formity, but it depends more strongly on the distance r
from the nonuniform region to the axis of rotation as
detected by the camera, being maximum if the nonuni
form region overlies the detected axis, and decreasing
in proportion to l/@/@ for regions at a distance from the
axis (2,5). The on-axis nonuniformities produce the
â€œhotâ€•or â€œcoldâ€•spots, while the off-axis defects produce
the rings, which are much lessdisturbing because of their
lower amplitudes.
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FIGURE 4
Mappingof cobaltsourcewithgreenheadof dualheadedcamera.A: Sourcemap.B: Uncorrectedflood-fieldimage.C:
Flood-field image corrected with source map. Map is quite similar to one obtainedwith red head,althoughcamera is poorly
tunedwithvery nonuniformsensitivity

Various measures of camera uniformity are in use,
such as â€œintegralâ€•and â€œdifferentialâ€•uniformity pro
posed by the National Electrical Manufacturers Asso
ciation(6), andtherelativestandarddeviation(r.s.d.)
measure used here and by Rogers et al. (1 ). None of
these measures is indicative of the magnitudes of the
artifacts produced in SPECT images by nonuniformities,
since none takes into accountthe positionsof the
nonuniformities relative to the axis of rotation. We prefer
the r.s.d. measure because it facilitates simulation and
intercomparison of results.

Since camera nonuniformities will generally be
greater than 1%r.s.d., some method ofcorrection is re
quired. Todd-Pokropek (7) has devised an image filter
that will suppress uniformity artifacts in SPECT images
bytakingadvantageof theirconcentricnature,butwill
also suppress lesions that are centrally located or have
a concentric component. It is preferable to directly attack
the cause of the artifact by acquiring a flood-field image
of a uniform sheet source and correcting the images
produced by the camera using this image. While a re
fillable 99mTcsheet source is generally recommended for
this purpose (1 ,2) we believe that a 57Co solid sheet

source, used in conjunction with a map of the source, is
preferable because it requires no preparation before each
use, is easily handled and stored, and is not subject to
spillage. Furthermore, its uniformity is constant, de
monstrable, and will be equivalent to about 0.5% r.s.d.
if flood-field images are corrected by a map of that ac

curacy, while the uniformity of the refillable 99mTcsheet
source is uncertain and may vary with each
preparation.

Mapping of the cobalt source is recommended even
in those instances in which the manufacturer certifies the
source to be uniform within 1% r.s.d. The source that we
used was certified to have a uniformity of 0.8% r.s.d. over
its entire active area, yet the two maps that we generated
had uniformities of 1.9% r.s.d. and 2.0% r.s.d.

The source was mapped by imaging it in multiple
positions with the scintillation camera. The alternative
approach of scanning the source with a rectilinear
scanner was rejected because the map thus obtained
wouldbedifficult toapplyto imagesmadewithacam
era, and would be of questionable validity because of the
different depths of field of scanner and camera colli
mators. In our method, each pixel of the camera func
tions like a separate detector which is scanning a region
of the source. The sensitivity of that detector does not
affect the ratios of counts detected across the scanned
region, from which the source map is generated. It is for
this reason that very similar maps were generated using
the red head and the green head of the dual headed
camera, even though these two heads had very different
sensitivity distributions (Figs. 3 and 4).

Mapping could have been accomplished by imaging
the source in as few as two positions along each axis, as
that would have provided a single measure of the ratio
of activity for every pair of adjacent pixels in the source.
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There is a statistical error in the estimate of each ratio,
however, and these errors accumulate as the ratios are
multiplied together by the mapping algorithm. By
imaging the source in multiple positions along each axis,
multiple estimates of each ratio are obtained, which re
duces the statistical error even though the total number
of counts detected remains fixed, as demonstrated in
Fig.2.

The bar phantom images proved unsatisfactory for
determining calibration factors, and we found it neces
sary to adjust the coordinates of the center of the red
head by a fraction of a pixel to bring the maps for the two
heads into registration. We would now recommend that
calibration factors be determined from images of small
point sources placed at the center of the camera head and
on each axis 10 cm either side of the center.

The r.m.s. difference in the 31 X 31 maps made with
the red and green camera heads, after registration, was
0.66%.In comparisonthe r.m.s.differencein two maps,
as predicted from simulations in which the only source
of error was the uncertainty due to finite counting sta
tistics, was 0.65% Â±0.12% (mean Â±1 s.d.). Thus the
component of error due to causes other than finite
counting statistics, such as spatial nonlinearity of the
cameras (8) and source mispositioning, must be small.
Hence, one may consider the r.m.s. error of 0.46% Â±
0.08% (mean Â±1 s.d.) obtained through simulated
mapping of a single source to be a good estimate of the
actualmappingerror.

Manual positioning of the source for mapping is quite
tedious. The data collection took 8 hr per head for a 1.9
mCi source. Fortunately, the mapping only has to be
carried out once, since the activity distribution should
remainconstantin theabsenceofdamageto thesource.
It would be preferable, however, to have a device for
automatic positioning of the source, since this would
simplify the mapping procedure and would permit higher
count acquisition and finer source movement. We are
currentlydevelopingsuchadevice.

A mapped cobalt sheet source could be used with any
camera for uniformity correction. The source must be
accurately centered and aligned with the axes of the
camera head (stretched strings, as described in this re
port, are recommended for this purpose), and at least 30
million counts must be acquired as a 64 X 64 flood-field
image (1 ). The coordinates of the center of the camera
and the scale factors for each axis are determined from
a calibration image ofappropriately placed point sources.
The source map, which has been stored in the computer,
is rescaled in size and shifted to coincide with the
flood-field image. The latter is divided by the source map
to produce a corrected flood-field image,which is sub
sequently used for uniformity correction of images ac
quired with that camera. Smoothing may be applied to
the corrected flood-field image provided that comparable
smoothing is applied to the acquired images (1).

CONCLUSIONS

We have demonstrated a method for mapping the
radioactivity distribution in a 57Co sheet source. This
map can be used to convert a flood-field image of the
cobalt source into the equivalent of a flood-field image
of an almost perfectly uniform source. The method is
reproducible, as demonstrated by the close similarity of
maps generated from two different scintillation camera
heads, even though one of the heads was badly out of
tune. The mapping procedure, implemented as described,
has an expected r.m.s. error of about 0.5%. The proce
dure is tedious and requires great care, but only has to
bedoneoncefor eachsource.

A mapped cobalt source could be used for uniformity

correction of any camera. It would be easier and more
convenient to use than a 99mTcliquid-filled source, since
it would require no preparation, and with careful source
alignment it should provide a highly accurate
correction.

FOOTNOTES

* Amersham International Limited.

t Siemens Rotacamera.

t Medical Data SystemsA2 Clinical Imaging System.

APPENDIX

The activity distribution of the cobalt sheet source is de
termined in the following manner:

The source is imaged in p positions(designated by m =
â€”(p-I)/2, . . , 0, . . , (p- 1)/2) along the horizontal and vertical
axesof the detector(camerahead),wherep isodd.Thesource
and detector are concentric in position m = 0 along each axis.
The distancebetweenadjacentsourcepositionsisd. Thesource
and detector are considered to be divided into an n X n array
(n odd) of pixels S(i,j) and D(i,j) of size d X d, with the hori
zontal and vertical axes of the source and detector passing
through the center of the centrally located pixelsS(0,0) and
D(0,0).

For the sourcein horizontalpositionm, wedefineCh(i,j,m)
as the logofcountsdetectedin pixelD(i+mj), foran arbi
trarily fixed counting time, these counts originating in pixel
S(i,j). Ch(ij,m) is considered to be undefined if either S(i,j)
is not entirely included within the physical boundaries of the
source, or D(i+mj) is not entirely within the useful field of
view of the detector.

We define

Rh(i,j,ma,mb) Ch(ij,ma) Ch(i + ma mb,J,mb)
when both terms are defined

= 0 when either term is undefined

- . .@: Rh(i,j,m,m + 1)

Rh(1,j)=
number of nonzero terms
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H(i,j) = Rh(i@J)for i > 0 A(0,0)= 0
For k = Â±1,Â±2,. . . ,Â±(nâ€”1)/2:

A(0,k) = A(0,k@)+ V(0,k)

A(i,k) = [A(i,k@)+ V(i,k)]/2 + [A(i@,k)+ H(i,k)]/2

fori=Â±1,Â±2,...,Â±(kâ€”l)

A(k,0) = A(k@,0)+ H(k,0)

A(k,j) = [A(k@j)+ H(k,j)]/2 + [A(k,j@)+ V(kj)J/2
forj= Â±1,Â±2 Â±(kâ€”1)

A(i,j) = [A(i,j@) + V(ij)]/2 + [A(i@,j) + H(i,j)]/2
fori = Â±kandj = Â±k.

Here the valuesfor the on-axispixelsof the kt@@ring are rep
resented by A(0,k) and A(k,0), the values for the off-axis pixels
ofthat ring are represented by A(i,k) and A(k,j), and the values
for the four corner pixels of the ring are represented by A(i,j),
for the indicated values of the indices i and j.

The estimated n X n source activity distribution, scaled
upward so that the central pixel has 10,000 counts, is given by
antilog [A(i,j) + 4]. This array must be resampled, with
shifting of the origin and rescaling of the coordinate axes, to
correspond to the 64 X 64 image of the source made with a
specific camera.
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â€”Rh(i+l,J)fori<0

undefined for i 0.

Here Rh(i,j,ma,mb) represents the log of the ratio of counts
in S(i,j) to counts in S(i + ma mb,j) as detected by the single
pixel D(i + mad), and hence is independent of the sensitivity
of that pixel of the detector; kh(i,j) is the average log ratio of
counts in S(i,j) to counts in S(i â€”l,j), as counted by multiple
pixels in the detector, and is an estimator of the log ratio of
activity of S(ij) to S(i â€”1,j); and H(i,j) is the estimated log
ratio of the activity of S(i,j) to the activity of the horizontally
adjacent pixel that is closer to the vertical axis of the source.

We similarlydefineC,,(ij,m) as the logof countsdetected
in pixel D(i,j + m) for the source in position m along the ver
tical axis of the detector, these counts originating in pixel S(i,j)
of the source.

We also define

Rv(ij,ma,mb) Cv(i,j,ma) _ C@(i,j+ ma mb,mb)

@:R@(ij,m,m+1)
m

k@(i,J)â€”
number of nonzero terms

V(ij) = k@(ij) forj > 0

â€”@@(i,j+1)forj<0

undefined for j = 0.

We also define i@,Jp' and k@,the â€œpreviousâ€•valuesof the
indices i, j, and k, as the integers closer to zero;

@p=@ I for i > 0

@p=@ + 1 for i < 0

and similarly for j@,and k@.
Initially eachof the input imagesiscentered,rescaled,and

reformatted into an n X n array (n is odd) of values repre
senting the log of counts detected in each pixel D(i,j) of the
detector. These values correspond to Ch or C@,and are set to
â€”32K(= undefined) whenever a pixel is not entirely within
the source or the useful field ofview ofthe detector. Each image
but the firstforeachaxisissubtractedfromthe previousimage
to yield p â€”1 difference images for each axis, representing
Rh(i,j,m,m + 1) and R@(i,j,m,m+ 1) for m = â€”(pâ€”l)/2 to
(p â€”3)/2. The value of Rh or R@is set to zero when a corre
spending value OfChor C@is undefined. The images are aligned
by shifting each one by â€”mpixels, and for each position (ij)
the average of the nonzero terms is determined, to produce
RhOd) and @@(i,j).These arrays are converted into the arrays

H(i,j) and V(i,j), where H(i,j) represents the estimated log
ratio ofthe activity ofpixel S(ij) to the activity ofpixel S(i@,,j),
and V(i,j) represents the estimated log ratio of the activity of
pixel S(i,j) to the activity of pixel S(i,j@).

We define A(i,j) as the n X n array representingthe esti
mated logratio of the activityof pixelS(i,j) to the activityof
the central pixel S(0,0). This is computed recursively from the
log ratio values H(i,j) and V(ij) by adding rings of pixelsto
the central pixel until the n X n array is filled in, by the
following formulas:
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