
There has been much interest in regional gated
blood-pool analysis in the form of parametric images and
segmental time-activity curves. The phase and amplitude
derived from the first harmonic of the Fourier transform
of the regional time-activity curve have been used as an
objective quantitative measure of regional wall motion
(1â€”6).Multiharmonic analysis has been proposed to
overcome the shortcomings of the first harmonic, which
include distortion of the original data and lack of speci
ficity of the phase for any particular part of the cardiac
cycle (7). The original time-activity curve is more
faithfully represented by including two or more har
monics of the curve's Fourier series, thus producing a
continuous, interpolated, fitted curve. From this curve,
several parameters specific for each of its different as
pects can be calculated (7â€”9).These include the time of
end-systole, time of end-diastole, times of maximum
ejection rate and filling rate, maximum ejection rate and
filling rate, and the ejection fraction. Interest has been
generated in the analysis of global ventricular function
based on these parameters by specifying different spe
cific features of the time-activity curve (10â€”12).
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The regional time-activity curve is affected by error
from random noise. The current study was undertaken
to determine the effect of segment size, count density,
and framing rate on the precision and accuracy of pa
rameters derived from the time-activity curve, using a
Monte Carlo computer noise simulator.

METHODS

The instrument used for this study was a micropro
cessor equipped with a line printer. The computation
program was written in BASIC. The Monte Carlo noise
generator consisted of two congruential-type pseudo
random number generators, producing a uniform dis
tribution over the range of 0 to 1. This was transformed
by a cumulative Gaussian distribution, producing a
distribution such that for any externally supplied number
N, the error is proportional to the square root of N, re
sulting in an output number governed by a probability
function approximating a Poisson distribution (p
â€œ@0.001)simulating random counting error.

Five commonly encountered regional time-activity
curves were described by 32 points (Fig. I , left). Each
of the curves underwent a discrete Fourier transform,
and a new, continuous curve was reconstructed in the
time domain using all 16 harmonics, thus producing a
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In order to estimate the precision and accuracy of parameters derived from seg
mental multiharmonic Fourier analysis of gated blood-pool Images, a Monte carlo
computer noise simulation was tested on five sample regional time-activity
curves.Thefirst threeFourierharmonicswereretainedandthe precisionandac
curacy of parametersof ventricularfunctionwere calculated,varyingthe ejection
fraction, segment size, and framing rate. Precision improved wfth higher ejection
fraction,highercountsper frame, or higherframingrate. There was no changein
precision as the framing rate changed at fixed total counts. Accuracy changed lit
tie with changingframingrate. Thus,for segmentalanalysisthere is noadvantage
to usinga higherframingrate. Regionsfive or morepixelsin size are recommend
ad for reliable results. This study provides useful Information for the optimization
of acquisftionand processingcondftionsfor regionalgatedblood-poolanalysis.
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FIG. 1. Original five simulated time-activity curves (left); after superposftion of Monte Carlo noise (middle); and after reconstruction In
time domain of first three hermonics (right).

and five framing conditions. For each of these generated
curves, noise was superimposed by the Monte Carlo
generator to simulate a real time-activity curve (Fig. I,
center). A Fourier transform was performed on this
curve and a new curve reconstructed in the time domain
using the first three harmonics only (Fig. 1, right). This
is equivalent to filtering by a square-shaped, low-pass
filter with a cutoff of 3 cycles per period. From this new
filtered curve, the following parameters were calculated:
the ejection fraction (EF), maximum ejection rate
(MER), maximum filling rate (MFR), time of maxi
mum ejection rate (TMER), time of minimum counts
at end-systole (TES), time of maximum filling rate
(TMFR), and the first-harmonic phase (PH1). Except
for@ , this was accomplished using Newton's method
of iterative solution. The starting values of this iterative
procedure were obtained by a cursory search of the
curve. Computations were terminated when two suc
cessive computations differed in time by less than I msec.

This resolution limit is less than the expected variation
due to sampling noise. The maximum ejection rate and
maximum filling rate were normalized to the counts at
end-diastole. At every set of permutations of ejection
fraction, region size, and framing rate, this process was
repeated 100 times for a total of 37,500 trials.

The mean and standard deviation of each parameter
was calculated under each set of conditions. The stan
dard deviation was used as a measure of precision. The
error of the estimate of the standard deviation of the
parameters for any one curve was 8%. The collective
behavior of the precision of the various calculated pa
rameters for the five curves was plotted as a mean of the
five standard deviations (Â±standard error ofthis mean)
as a function of ejection fraction, segment size (counts
per frame), and framing rate. Changes between values
of the mean standard deviation (precision) at different
conditions were tested for significance using two-tailed,
two-way analysis of variance (13).

parametric replica of the original 32-point curve. These
continuous curves were used as original templates for
noise superposition, to ensure that the identical curve was
sampled regardless of the framing rate. The curves were
also used to calculate the noise-free parameters for the
estimation of accuracy. The end-diastolic count density
was set at 300 counts per pixel, a typical figure for either

of the two ventricles in routine clinical images. For
convenience, the temporal duration ofthe heart cycle was
fixed at 800 msec. The curves were scaled to produce
three different ejection fractions after background
subtraction: 25%, 50%, and 75%, and multiplied by 1, 5,
10, 20, or 50 to simulate varying number of pixels per
segment. For purposes of this model, an increase in
segment size from five to ten pixels was also equivalent
to a doubling of the count density per pixel while holding
the segment size constant. In this manner, both an in
crease in segment size or counts per frame were simu
lated.

Each curve was sampled at 16, 24, and 32 frames per
cycle under either of two conditions:

1. As the framing rate is increased, the counts per
frame (counts per pixel times the region size) are held
constant. The total counts in the study over all frames
thus increase linearly with the framing rate. This con
dition would hold in routine resting radionuclide gated
blood-pool studies where the time of acquisition is not
critical.

2. Total counts per study over all frames are held
constant and the framing rate increased. Thus, the
counts per frame for any particular region size is in
versely related to the framing rate. This condition would
prevail during exercise studies and emergency studies
where total acquisition time is limited, and one must
choose between a higher framing rate or higher counts
per frame.

Each of the five curves underwent 75 permutations
that included three ejection fractions, five region sizes,
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For the five curves, the accuracy of the calculated
parameters under each set of conditions was defined as
the root-mean-square (RMS) difference between the
parameter's mean values derived from the noisy curves,
and the corresponding parameters derived from the
original control curves. This RMS was plotted, along
with bars indicating the standard error of the root mean,
as a function of the various conditions, and was analyzed
for changes with two-way analysis of variance.

RESULTS

The precision error of the various parameters was
measured by the mean standard deviation of the five
curves under a variety of conditions. With increasing
ejection fraction, the absolute precision error decreases

for the measured EF, TMER, TES, TMFR, and PH1
and is unchanged for MER and MFR. (The percent
relative precision error for MER and MFR, however,
does decrease.) Figure 2 shows the data at an ejection
fraction of 50%.The behavior of the parameter precision
error at smaller and higher ejection fractions runs es
sentially parallel. As the segment size, and therefore the
counts per frame, increases, the precision error decreases
for all parameters. The precision error also decreases for
the EF, MER, MFR, TES, and PH1 as the framing rate
is increased at constant counts per frame. The precision
error of TMER and TMFR tends to remain the same.
The same relative decrease in precision error is achieved
by either increasing the framing rate while maintaining
constant counts per frame, or by increasing the counts
per frame, (segment size or count density) while keeping
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the framing rate constant. As the framing rate increases
at constant counts per study (at the expense ofcounts per
frame), precision error generally remains the same.

The behavior of the large precision error of the pa
rameters calculated from segments one pixel in size tends
to be unpredictable at different ejection fractions among
the various parameters.

The accuracy error of the calculated parameters under
the various conditions was measured by the RMS of the
discrepancies between the mean parameter values for the
noisy curves and the corresponding original noiseless
curves.

As the ejection fraction increases, the absolute accu
racy error for the segments of fiveor more pixels remains
the same for EF, TMER, TES, and TMFR, decreases
for PH1, and increases for MER and MFR. The percent

relative accuracy error of MER and MFR does remain
the same, however, and decreases for EF. Accuracy error
decreases for all parameters in a one-pixel segment.
Figure 3 illustrates the data at an ejection fraction of
50%. As the counts per frame are increased by increasing
the segment size (or count density), accuracy error de
creases for TMFR. For the other parameters, accuracy
error decreases only when the segment size is increased
between one and five pixels, and remains the same for
segments of five or more pixels. When the framing rate
increases at constant counts per frame, accuracy remains
the same for all parameters. As the framing rate in
creases at constant counts per study (at the expense of
counts per frame) the accuracy error is unchanged cx
cept for a single-pixel segment, where the accuracy error
tends to increase.
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DISCUSSION

Precision and accuracy describe two different aspects
of any measurement. Precision measures the variation
of the measured parameter about its mean. In this study
it is principally random counting error. Accuracy error,
on the other hand, refers to the deviation of the measured
parameter mean from its ideal value, and reflects sys
tematic or built-in error.

Some results of this study are not surprising. An in
crease in total counts generally reduces the precision
error. Clinically, this corresponds to selecting a larger
segment of the ventricle for regional analysis, increasing
the photon flux, or increasing imaging time. Parametric
images using regions one pixel in size, while allowing for
maximal spatial resolution, introduce unacceptable
precision error, precluding their use for quantitative
clinical analysis of gated images. Spatial smoothing,
often performed before parameteric image construction,
is equivalent to the sampling of larger segments, and
results in smaller error.

The analysis of normal or hyperkinetic myocardial
segments is more precise than the analysis of hypocon
tractile segments. This is supported by recent studies
(14,15) and has implications for methods that measure
the dispersion of temporal parameters, e.g., the first
harmonic phase, as an index of regional dysfunction (3).
Therefore caution in interpretation is indicated, and a
means ofcompensation for changing signal-to-noise ratio
should be considered (16).

When total counts in the entire acquisition are lim
itedâ€”an event commonly encountered in exercise
studiesâ€”an increased framing rate results in decreased
counts per frame. Although it is commonly believed that
temporal resolution is increased with higher framing
rate, our results indicate that the precision error of the
parameters remains unchanged. As a corollary, when the
counts per frame are doubled, the error of all the pa
rameters is the same as that produced by doubling of the
framing rate.

For segments five pixels or more in size, the accuracy
error appears to be independent of the counts per frame,
segment size, and ejection fraction. At low counts per
frame (one- to five-pixel segments), the accuracy error
is large at low ejection fractions, and improves with in
creasing counts per frame and/or ejection fraction. Thus
the system has a threshold, beyond which any further
increase in signal-to-noise ratio does not affect the ac
curacy error. One exception to this is the first-harmonic
phase, whose small accuracy error continues to decrease
at higher ejection fraction.

The constancy of the accuracy error with increasing
framing rate at constant counts per frame (except for
one-pixel segments) is due to the filtering away of
high-frequency information by the limited number of
harmonics used.

The constancy of the accuracy error with increasing

framing rate at constant total counts further supports

the conclusion that little is gained by framing at a higher
rate when the total counts are limited. This does not
conflict with the results of Bacharach et al. (17), who
found minimal framing requirements of 40 to 50 msec
at rest, and 20 msec at exercise, for stable values of pa
rameters derived from global left-ventricular time-ac
tivity curves. The present study examines sampling in
tervals of 50 msec or less at rest (16- to 32-frame study).
During exercise the sampling interval decreases directly
with the shorter cycle duration at the same framing
rate.

The often deviant results for the one-pixel segment
may be due to the dependence of all parameters except

I on the peak or minimal values of the time-activity
curve or its rate of change, leading to a unidirectional
bias that is most evident in noisy curves. Bias in the
Monte Carlo generator itself was excluded by extensive
testing.

This study examines the effects of noise on regional
parameters. The clinical choice of an appropriate seg
ment size depends upon the specific application and its
requirements of the analysis. Any decision involves a
trade-off between spatial resolution and precision error.
Figures 2 and 3 can be used as a guide for estimating the
expected precision and accuracy errors under the spec
ified conditions of pixel count density, region size,
framing rate, and ejection fraction. For an average 50-
to 200-pixel ventricle with 300 counts per pixel, or its
equivalent, a segment size of five to 20 pixels may be used
for regional analysis with generally acceptable precision
and accuracy. The division of the ventricle into three to
four segments appears to be adequate for the study of
gross timing or contractile abnormalities (6,9). The best
compromise for the detection of the effects of coronary
artery disease may be four to eight segments. Although
spatial smoothing limits the spatial resolution in para
metric imaging to several pixels, quantitative informa
tion extracted from these images and from fine seg
mental subdivision of the ventricle should be interpreted
with caution. This is also supported by the work of others
(14,18-20).

Based on our previous studies, we chose to present data
for three harmonics as the cutoff frequency. Three
harmonics provide an optimal balance between precision
and accuracy error for areas of five to 20 pixels in size
(Figs. 2 and 3). Whereas an increase in the number of
harmonics improves accuracy, it also causes an increase
in precision error. A smaller number of harmonics has
the opposite effect. Bacharach et al. (21 ) have recently
shown in their system that two harmonics may be suffi
cient for systolic parameters, while three to five har
monics may be optimal for diastolic parameters. Al
though custom tailoring may ultimately be utilized for
certain shapes of curves and individual variables, we
present data for the best single compromise.
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We used a square-shaped filter function, previously
adopted by us and others (9,21), as opposed to a gradual
roll-off filter. Our previous studies have shown that
changes in the effects of â€œringingâ€•(Gibbs phenomenon)
with a gradual roll-off filter are small compared with the
effects of sampling noise and limitations of fit with few
harmonics. For global, high-count time-activity curves,
the Gibbs phenomenon will indeed be reduced by the use
of higher-order harmonics and a filter less abruptly
shaped.

Although we chose five curves commonly encountered
clinically, clearly other variations exist. While there were
differences in the magnitude of the parameter error
among the five curves chosen, the behavior of the errors
was quite uniform. The choice of parameter was divided
between those measuring the amount and vigor of con
traction (EF, MER) and relaxation (MFR) and their
timing (TES, TMER, TMFR). First harmonic phase
was examined because of its popularity for some appli
cations. A more comprehensive review might include a
larger choice of variables, a greater number of harmonic
combinations, and additional curves.

In summary, this study is helpful in establishing the
limits of confidence for measurements obtained from
multiharmonic Fourier analysis of gated blood-pool
studies. It should be useful in the selection of an optimal
acquisition protocol, given the common clinical con
straints oflimited acquisition time, radionuclide dosage,
and allowable error magnitude.
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