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Accurate, reproducible recording of gray-scale images from a computer re
quires careful calibration and control of the factors that affect photographic expo
sure. These include exposure time, CRT brightness and contrast, film type, and
photographic processing. A method is described for calibrating the imaging sys
tem; it accounts for nonlinear CRT phosphor and film response and permits the re
cording of any desired gray scale. The key to this technique is a graphical method
for correlating the measured film response with the desired gray scale in order to
develop a translation table that will in turn produce the desired gray scale on film.
The technique is applicable to any computerized nuclear medicine display
system.
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There has been a steady improvement in the quality of nuclear
medicine computer displays. Today such displays can rival the
quality of the best analog displays. In addition there has recently
been considerable interest in the question of the optimum gray
scale for the display of scintigraphic images (1-4), and in the ef
fects of various display scales, whether black and white or color,
on the accuracy of image interpretation (5,6). Almost no attention,
however, has been paid to the question of how to achieve the op
timum gray scale physically in the display or how to preserve the
desired gray scale during photographic recording. We present here
the results of our investigations into the factors that affect the
gray-scale photographic recording of digitized scintigraphic im
ages, and the techniques we have developed to generate and record
gray scales of any desired character.

THEORY OF OPERATION

Figure 1 illustrates the chain of steps that take place in a typical
computer system to convert the numbers stored in memory into
a displayed image. Within the computer memory a digitized image
is stored as a matrix of numbers or pixels, each pixel representing
the number of counts accumulated over a small area or element
of the camera crystal.

The numbers in different pixels of a single image may vary from
zero to several thousand. In addition, the total range spanned may
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vary widely from image to image. Since the computer system can
display only a limited number of discrete intensity levels, each
image must be scaled to match the range of intensity levels avail
able. This scaling converts the number of counts in each image
pixel to a fraction of some maximum number. This maximum may
be the maximum count in the image, the maximum count in a se
ries of images, or an arbitrary count level specified by the user. We
will refer to this scaled value as the "percent of maximum."

After scaling, a translation table is used to assign a display-level
number to the pixel. For example, if 200 display levels are to be
evenly divided over the count range from zero to maximum in an
image (i.e., a linear translation table), then pixels containing counts
between 0 and 0.5% of maximum would be assigned a display-level
number of one; pixels containing counts between 49.5 and 50% of
maximum would be assigned level number 100, and so forth. The
number of display levels available is the figure that is commonly
used to express the number of shades of gray that the system can
display.

The display controller produces a discrete output voltage for
each display-level number. The appropriate output voltages are
then fed to the display amplifier. The actual brightness is governed
by two amplifier controls: the gain, usually labeled as the contrast
control, and the offset, usually labeled as the intensity or brightness
control. The contrast control varies the relative brightness of the
various levels, while the intensity control varies the brightness of
all levels uniformly. As indicated in Fig. 1, the display amplifier
is usually separate from the display controller. The output from
the display controller may actually be used to drive several inde
pendent displays, each with its own amplifier and controls.

There are three individual variables that must be controlled in
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FIG. 1. Schematic diagram of steps to convert stored digitized image into photographic image.

order to produce a defined intensity range on the display scope,
namely, the values in the translation table and the brightness and
contrast settings of the display amplifier.

In photographic recording, not only the brightness and contrast
settings, but also the length of exposure and effective f-stop affect
the final film density. In addition, the characteristics of the film
itself and the CRT's phosphor response must be considered. The

brightness response curve of the CRT phosphor is usually quite
nonlinear (8), and this, combined with the nonlinear exposure
curve of photographic film, produces a final gray scale that can
be quite complex and is strongly dependent upon the display am
plifier's settings. Figure 2 illustrates the exposure curves resulting

from a linear translation table with the brightness, contrast, and
exposure settings all held constant. These results illustrate the
central problem in recording a defined gray scale: the need to
compensate for the film-phosphor response in addition to con
trolling all of the variables that overtly affect film exposure.

It should be obvious from the foregoing that the optimum
translation tables and amplifier settings for direct viewing will be
different from those for photographic recording and will also be
different for different films. The remainder of this paper will dis
cuss the techniques we have developed for adjusting all of these
variables for photographic recording. Similar techniques could be
developed for optimizing the system for direct viewing, but this

is a considerably more difficult problem because of the psycho-
physical factors involved.

MATERIALS AND METHODS

The computer* used in these studies includes an interlaced video

display capable of displaying an image up to 512 elements wide
by 480 high. For the purpose of this study the images were re
stricted to 256 X 256 elements. The display controller is capable
of generating 256 discrete output voltages corresponding to 256
possible display-level numbers. The translation table may use all
of these levels or any subset to represent the count range from zero
to maximum. A large library of different translation tables can be
stored on disk and easily recalled for different imaging situations
or for testing purposes. New translation tables are particularly easy
to generate with this system, because the operator need only specify
a few points (typically nine) of the desired table and the computer
will perform a cubic spline fit to these points and calculate the
remaining values of the table automatically.

The unit for image recording^ can record in three formats: either
1, 4, or 25 positive or negative images on a single sheet of 8- by
10-in. film. The studies reported here were all conducted in the
4-on-l, negative format.

The densities of the recorded images were measured with a
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FIG. 2. Film-density response curves for

several films commonly used in nuclear
medicine. Exposure, brightness, contrast,
and processing were identical for all
films.
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densitometer.* A photographic light meter11was used for initial

calibration of the brightness and contrast of the display scope.
A series of synthetic "field floods," consisting of uniform ma

trices of numbers corresponding to known percentages of a
predefined maximum count, were created and stored in the com
puter for calibration and testing. Twenty-five such matrices were
used to sample uniformly the entire range of possible display-

controller outputs.
One of the aims of this study was to be able to accomodate

several films of varying sensitivity and contrast without having to
make any hardware adjustments. Consequently the initial setup
of the imager had to ensure that the lowest possible intensity level
produced a film density at or just detectably above the fog level
of the most sensitive film, and that the maximum level (256) was
bright enough to saturate the least sensitive film. The display
brightness and contrast and the exposure time were adjusted em
pirically to accomplish these goals. Typically base-plus-fog values
were 0.04-0.05 O.D., zero-level exposures were set to give 0.06
O.D., and maximum exposure gave values of 2.5-3.0 O.D., de

pending upon the film used.
Ideally the brightness and contrast controls would operate in

dependently, with the brightness control adjusting the lower-level
exposure and the contrast control the upper-level exposure. In
practice, however, adjustments to one contol affect the other, and
it is often necessary to make an iterative series of adjustments to
reach the final settings for both controls.

Once the settings to give the proper exposure range had been
found, the intensities of the displayed image on the video screen
at zero and maximum were measured with the photographic light
meter. These readings were used as an approximate check on
calibration. It was found, however, that these measurements were
not sufficiently accurate to restore the system to exact calibration,
and test exposures were used for "fine tuning." The system was

found to be stable enough over several weeks so that small ad
justments in exposure time were adequate to keep the system in
calibration.

The exposure-response curves of the films to be used were de
termined by photographing the series of synthetic field floods using
a linear translation table covering the entire range of display-
controller outputs, and plotting the resulting film densities as a
function of display-controller output level. The results for several
films commonly used in nuclear medicine laboratories are shown
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in Fig. 2. Kodak N MC film was used for all further studies de
scribed.

The procedure used to generate translation tables to produce
specific gray scales in the final photographic image is illustrated
in Fig. 3. This method is similar to one we have previously de
scribed for use with refresh-type CRT displays (7) and is related
to the methods used in graphic arts for calibrating photographic
negatives or printing intermediates in order to produce a desired
gray scale in the final print (8).

In the lower right-hand corner, the desired gray scale is plotted
as a function of the percent maximum count in the image. Note
that over the useful density range of the film, any gray scale can
be selected, and that this gray scale must be predetermined by the
user before the system can be calibrated.

In the upper left-hand corner the measured film-density response
is plotted as a function of display-controller output. This is the
curve that was measured in the preceding step and corresponds to
the film response that would be given by a linear translation table.
Note that the curve plotted here must be for the film that will be
used.

The corresponding densities from these two curves are then
cross-plotted onto the graph at the lower left to give a curve cor
responding to the translation table that must be used to correct the
measured film response to the desired response. In the example
shown, the points corresponding to a film density of one have been
plotted. With the system described, approximately nine points are
plotted, and the computer then generates the remainder of the
curve by using a cubic spline fit to the points. The resulting
translation table is then stored on disk for future use.

The fitted curve should be examined on the computer display
to be sure that it is smooth. This step is important, since any small
ripples in this curve produce very objectionable effects in the final
images. It may be necessary to change the input values slightly or
to reduce the number of points to be fitted in order to obtain a
smooth translation table.

RESULTS

The dots superimposed on the curve at the lower right in Fig.
3 correspond to measured densities from a series of test images
obtained using the calculated curve. Those points that deviate
appreciably from the desired curve do so as a result of vignetting
caused by the off-axis optical system in the video formatter. The
resulting gray-scale image of a ramp display is shown at the upper
right.

As has been noted, any gray-scale response can be reproduced
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FIG. 3. Graphical method for determining translation table required
to give a specific gray scale.

FIG. 4. Five representative gray-scale curves produced on Kodak

NMC film by varying the translation table while holding constant all
other factors affecting exposure.
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FIG. 5. Ramp displays photographed on Kodak NMC with four of
the translation tables shown in Fig. 4. This print fails to capture the
true gray scales of the original transparencies, but alterations that
can be achieved by varying the translation table are apparent.

by this approach within the limits set by the film being used. Figure
4 shows five gray scales that have been tested. Curve C is a linear
gray-scale response on film. Curve A is also a linear film response
but going from black to lightâ€”i.e., a positive image. This result

was achieved solely by altering the translation table rather than
reversing the recording polarity of the video formatter. Curve E
corresponds to the "optimum" gray scale presented by Chang and

Blau (2), while B and D are curves that were generated empiri
cally.

Figure 5 illustrates the ramp displays obtained with curves A,
B, C, and E. All of these images were obtained on Kodak NMC
film with the same contrast, brightness, and exposure-time settings.
Only the translation tables have been altered.

DISCUSSION

We have presented these techniques in a generalized form.
Modifications will be required to adapt them to specific systems,
but we believe that they are applicable to all of the current gen
eration of nuclear medicine computer systems. The design of the
video multiformatter system used can strongly affect the specific
calibration procedures that are used. Although we have had ex
perience only with the Matrix system, we feel that the users of
many systems may require assistance from the manufacturer in
order to calibrate these systems properly. In fact, a strong argu
ment can be made that such calibration procedures should be part
of the initial setup of the equipment by the manufacturer and that
detailed instructions for the construction of translation tables
should be provided by all manufacturers of computer systems, if
they do not already do so. We can provide for those interested a
detailed description of the specific calibration procedures for the
Matrix unit, which is somewhat complicated due to its internal
calibration system.

Even with perfect calibration and translation-table construction,
the resulting gray scales frequently will not be absolutely precise.
The problem of vignetting due to optical-system design has already
been mentioned. In addition, for systems that offer multiple for
mats, calibrations established for one format may not be suitable
for another. Variations in processing can produce similar effects.
Although film processing is not explicitly considered here, we
should emphasize that reproducible results can be achieved by
these techniques only if film processing is also carefully stan
dardized. An excellent review of the subject is available (9).

New calibrations for exposure time may be required for each

display option provided by the computer systemâ€”e.g., different
matrix sizes and video interlace on or off. In addition, separate
tables are required for each type of film used even if the calibration
settings do not require alteration. We feel that there is enough
flexibility in translation-table design so that one type of film is all
that is needed to meet any imaging situation.

The availability of good-quality video computer displays, and
the ability to control accurately the gray scale of these displays,
opens the door to many fascinating possibilities. It should now be
possible to study the best gray scale for specific imaging situations
with the knowledge that if an optimum gray scale can be deter
mined it can be reliably reproduced. Although the problem of
actually defining an optimum gray scale is outside the scope of this
paper, we can probably state safely that multiple gray scales will
be needed to meet a variety of imaging problems. With proper
calibration and quality control, users can count on the gray scale
of their images being constant and not subject to variations such
as an individual operator's subjective impression of image quality,

which is frequently the case when photographs are obtained from
scopes that are also used for direct viewing. Finally, it now becomes
possible to assign a quantitative value to the relationship between
the relative count values in the digitized image and the optical
density of the final photograph.

FOOTNOTES

* A2System, Medical Data Systems.
f Multiple Format Video-Imager, Matrix Instruments.
' Macbeth TD-500 Densitometer.
" Gossen Luna-Pro.
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