
BASICSCIENCES

The basic problem that limits the ability of most
modern gamma cameras to produce good images at high
count rates (count-rate performance) involves pulse
pile-up in the NaI(Tl) detector (I ) and in the pulse
shaping amplifiers (1â€”3).Since the NaI(Tl) detector
places inherent limitations on count-rate performance
(1 ), camera designers have paid great attention to am
plifier design and the inclusion of pile-up rejection cir
cuits in pulse-height analyzers (PHA). The amplifier
systems have a characteristic shaping time or period,
during which the detector pulse is integrated. In such a
system, a compromise is made between obtaining opti
mal energy resolution (long shaping times) and high
count-rate performance (short shaping times).

The pulse-shape time constant is directly related to
the parameter termed the pulse-pair resolution, which
is the longest interval between two incoming pulses that
will result in a single output pulse from the amplifier.
When two pulses are separated in time by a period less
than or equal to the pulse-pair resolution, the system will
lose an event (this is essentially the concept of deadtime).
The higher the count rate, the greater the percentage of
events that will be lost.
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The effects of pile-up in an imaging system are more
severe than loss of counts. The pulse produced from two
fused events â€œlooksâ€•like a single event with an energy
approximately equal to the sum of the two events, and
will be assigned a position that is generally somewhere
between the actual positions of the two original events.
Thus, not only are events lost, but position information
is distorted. In general, if a piled-up pulse can be dis
criminatedagainst,eitherbyenergydiscriminationor
special pile-up rejection circuits (2,3), image quality will
be improved.

There are many possible results when two pulses
pile-up. If two events that should be accepted pile up, the
resulting pulse will generally be rejected by the camera
PHA. The result is a loss of two valid events, but the
rejection prevents the recording of a misplaced event. If
a low-energy pulse and a â€œvalidâ€•pulse pile up and the
resulting pulse is rejected by the PHA, a valid event is
lost, but again a misplaced event is not recorded. If a
low-energy pulse and a valid event pile up and are ac
cepted by the PHA, the valid event is accepted, but its
indicated position will be wrong. If two low-energy pulses
pile up and are accepted by the PHA, an invalid event
will be recorded.

The study reported here examines the question of how
well several of the more common tests used to charac
terize count-rate performance compare, particularly in
view of the problems of count loss and misplaced events.
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Pulse pile-up Is a fundamental problem that limits the ability of a gamma camera
to producehighqualityimagesat highcountrates. Pulsepile-upresuitsin lossof
eventsandspatialdistortionsinthe Image.Thequestionaskedinthisstudyishow
well do some of the test proceduresfor measuringcount rate performancein
gammacamerascompare.In fourgammacameras we comparedmeasurements
of spectral fraction,count-ratecurve, pulse-pairresolution,deadtlme,maximum
countrate, full widthat half maximumof the line spreadfunction,and mIsplaced
event countrate. The resuitsindicatedthat noonetechniqueprovidesa complete
descriptionof the count-rate effects in gamma cameras. The misplaced-event
measurementsprovidedthe mostinformation.
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The parameters compared were spectral fraction,
deadtime (the Adams technique, Ref. 4), full field
count-rate curve, full width at half maximum (FWHM)
of the line spread function, pulse-pair resolution, and
misplaced events.

METHODS

Spectralfraction.The spectralfraction is the per
centage of the total detected events that were within the
gamma camera's PHA window. A lead ring was placed
on the detector (collimator removed) to mask the system
to the useful field of view. A multichannel analyzer
(MCA) was interfaced to the total energy signal from
the camera. A small Tc-99m point source was placed 1.8
m above the detector. Using a symmetric I 5% PHA
window, the camera was peaked for 140 keV at a count
rate less than 5,000 cps. A series of calibrated lead ap
ertures in front of the point source is used to vary the
detector count rate, and the spectral fraction was mea
sured with the MCA. The total detector count rate for
each measurement was based on the low-count-rate data.
First, the total detector rate for the lowestobserved count
rate was calculated using the spectral fraction as mea
sured with the MCA (total = observed/fraction). Then
the total rate for the other measurements was calculated
using previously determined calibrations for the various
apertures (total expected = total in first measurement
x aperturecalibrationsX half life corrections).The
apertures used were 3-mm thick, 30-mm diameter lead
disks with holes drilled through the center. Calibration
factors for each disk for use with the spectral fraction and
count-rate curve measurements were determined using
a series of sources at different activities. The source
strength was measured with a dose calibrator, and each
source disk combination was selected to keep the count
rate through a 20% window on a 380-mm field of view
camera below 5,000 cps. The count rate through each
aperture and the spectral fraction for each aperture were
measured with background corrections using both a 340
and 254-mm field of view camera. The values were then
normalized to the same source strength, and the spectral
fraction was used to generate a table of percentage
transmission as a function of aperture hole size and PHA
window width.

Deadtime. The procedure for deadtime measurement
used was developed by R. Adams, et al. (4). The tech
nique assumes a paralyzable deadtime model with no
correction for spectral fraction and uses scattering
conditions similar to those in clinical cardiac studies. The
cameras were first peaked with Tc-99m with a sym
metric 20% window and no scattering material. Two
Tc-99m sources in 12-cm long tubes were prepared, each
source producing approximately 20,000 cps when placed
in the phantom. The count rates for source one (R1),
sources one and two (R12), and source two (R2) in the

phantom were determined. The paralyzable â€œdeadtimeâ€•
was caluated from:

2R12 (RI + R2)
t(.tsec) 10 X ln

(R1+R2)2 R12

Count-rate curve. This procedure was used to deter
mine expected count rate from the observed under in
trinsic flood-field conditions (no scatter), as well as the
pulse-pair resolution and maximum count rate. A lead
ring was placed on the detector (collimator removed) to
restrict the system to the useful field of view. A multi
channel analyzer (MCA) was interfaced to the total
signal from the camera (5). The camera was peaked for
Tc-99m using a symmetric I 5% window and a small
source 1.8 m above the detector. Using calibrated ap
ertures in front of the source holder, the expected count
rate was determined by combining the aperture cali
brations and the low-count-rate spectral fraction (i.e.,
under conditions of no observable pile-up effects) to
determine the total detector count rate for the small
aperture. Then the aperture calibrations and spectral
fractions were used to calculate the expected count rate
for the larger apertures. Thus the expected count-rate
calculation assumed there would be no pulse pile-up. The
pulse-pair resolution was determined by fitting the
low-count rate data to the equation Ro DFexp(â€”TD),
where R0 was the observed count rate, D was the total
detector count rate, F was the spectral fraction, and T
was the pulse pair resolution (6). The maximum count
rate was determined by inspection of the data plots.

Line spread function. Measurement of the FWHM of
the intrinsic line spread function was used as an indicator
of spatial distortion against count rate. A lead plate with
several parallel slots 0.5 mm wide on 30 mm centers was
placed on the detector (collimator removed) with the
slots perpendicular to the detector x axis. Additional lead
plates were used to mask the slots such that only a 1-cm
length of each slot is exposed. A 1-cm long line will affect
the accuracy of the LSF measurement to a small extent
due to the long tails ofa detector's response to points of
activity. Since the measurement was of relative changes

in FWHM value, however, the absolute value of FWHM
was not of concern.

A small Tc-99m point source was placed above the
detector and a symmetric I 5% PHA window was set. The
count rate was increased by moving the source closer to
the plate. The FWHM was measured for several line
segments at each counting rate, and the results corrected
for the effects of slot width as determined with weaker
sources at the same distance from the plate.

The correction was made by subtracting the FWHM
of the LSF for the weak source (camera count rate <
5,000 cps) from the LSF for the strong source at each
distance. The subtraction was done by taking the square
root of the difference of the squares of the FWHM
values.
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FIG. 2. Dia@am of placement of source holder for misplaced-events
measurements. Aluminum plate has holes on 25.4 mm centers,
which are usedto position source holders.

with a new set of sources for each measurement. The
final calibration was the average of the ten measure
ments.

For the camera measurements, a 3-cc vial containing
40 mCi ofTc-99m was placed in each source holder. The
sourceholderswerepositionedon the detector(colli
mator removed) with the aid of an aluminum plate with
a series of holes bored in it (Fig. 2). The count rate was
altered by using the apertures. The expected count rate
was determined using spectral fraction data (taken
concurrently), aperture calibrations and the total ob
served events at observed count rates below 5,000 cps.
The expected count rate was then calculated for each
aperture using the previously determined calibration
data and making the assumption that there will be no
pile-up effects (expected cps = [total with smallest ap
erture] X spectral fraction X aperture calibration).

The data were acquired on a clinical computer system.
The images were processed in a manner similar to that
reported by Murphy (2). The lowest count-rate data
were used to determine the point spread functions (PSF)
for the sources. The resulting PSFs were then subtracted
from the frames for the higher count-rate data, and the
remainder summed as misplaced events. A major con
cern of the technique was the effect of the different ap
erture sizes on the PSF shape. The PSF for each aper
ture, using count rates less than 5,000 cps, was deter
mined and the results compared. The area under the PSF
differed by less than 1% between the apertures. Since the
percentage of misplaced events measured was generally
muchgreaterthan 1%,the geometricaleffecton the
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FIG.1.DIagramof leadshieldandcollimatorsystemusedtohold
â€œpointâ€•sources for misplaced-eventsmeasurements.A 3-cc vial
with 40 mCIof Tc-99m was placed inside leadshield.Shield Is re
movable to aIIo'@changingto plates.

Misplaced events. A measurement was made of the
occurrence of misplaced events and total observed count
rate against expected count rate. The technique differs
from previously published methods (2,3) in that colli
mated point sources were used to illuminate the detector
with collimator absent. The sources consisted of a 3-cc
lead vial shield with a hole bored in the bottom, a lead
tube, and a set ofapertures (Fig. 1).

The apertures were calibrated in a manner similar to
that used for the spectral fraction and full field count
rate curve data. For the small source-holder calibrations,
a 229-mm diameter, 10-cm thick Nal(Tl) detector was
used. Each holder-aperture pair was calibrated as a unit
with a series of sources. The source strengths, measured
in a dose calibrator, were selected to keep the detector

count rate through a 20% window less than 3,000 cps for
each aperture. Each aperture was measured ten times
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data are shown: the total observed events and the mis
placed events with no scattering material. Figure 7 shows
the same data except that scattering material (10 cm of
Plexiglas) is placed between the sources and the detec
tors.Figure8 plotsthepercentageof thetotalobserved
count attributed to misplaced events against the expected
count rate for the no-scatter case.

DISCUSSION

The measurements of spectral fraction do not indicate
the effectiveness of pile-up rejection circuits, which op
crate after the pulse-shaping amplifiers. There are dif
ferences in the shapes of the curves in Fig. 3 as count rate
increased (compare G.E. and Picker with O.N. and
Toshiba). These differences may reflect basic design

x,o@
EspectedCountRote (counts/sec.)

PSFs was neglected in analyzing the misplaced events
data.

RESULTS

Data were acquired from four cameras: A General
Electric Porta IIC installed in the spring of 1978, a
Picker DC4/ 11 installed in the spring of I977, an Ohio
Nuclear Sigma 420 installed in the fall of 1977, and a
Toshiba GCA 402 installed in the fall of 1977. The in
struments were in routine clinical use and were not
subjected to any special service inspections before the
tests. These cameras should not be regarded as typical
examples of the equipment produced by any manufac
turer. The data presented here are to demonstrate the
different results that can be obtained with the different
measurement techniques being compared.

The spectral-fraction data are shown in Fig. 3. The
fraction measured for each camera is plotted against the
total detector count rate. The I 5% window settings were
selected from the standard range of choices on the con
trol consoles and were not checked for accuracy. Plots
of the observed count rate against the expected count
rate for the same set of instruments are shown in Fig. 4.
The dashed line indicates the ideal response (i.e., no
count loss). The maximum count rate and pulse-pair
resolution as determined from the data in Fig. 4 are listed
in Table I . Table I alsolists the resultsof the deadtime
measurements. A comparison of the pulse-pair and
deadtime values indicates some differences in the cam
eras. Figure 5 plots the line spread against cps and in
dicates differences between the cameras measured.
Figures 6, 7, and 8 show the incidence of misplaced
events. In each figure the dashed line indicates the per
formance for a â€œperfectâ€•system. In Fig. 6 two sets of

TABLE1. DEADTIME,PULSEPAIR,AND
MAXIMUMCOUNTRATEDATA

G.E.PorteIIC
Installed Spring
1978

Picker DC4/1 1
InstalledSpring
1977

ON. Sigma420
InstalledFall
1977

ToshibaGCA-402
InstalledFall
1977

4.7 1.7 106,000

4.8 1.7 101,000

6.7 2.0 85,000

7.2 1.5 105,000
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but also accept more piled-up (false) pulses. In this in
stance, the maximum count rates for G.E., Picker, and
Toshiba are essentially the same, whereas the Ohio
Nuclear system is lower. The pulse-pair resolutions are
all essentially the same. This is to be expected since three
cameras use approximately the same time constants in
the shaping amplifiers.

The deadtime values also show differences between
the cameras. Measurements of deadtime are highly de
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FIG.5. IntrinsIclinespreadfunctionsver
sus observed count rate for cameras.
Small Tc-99m source is masked by lead
sheet containing slots 0.5 mm wide by (In
effact) 1 cm long.Countrate Isvariedby
moving source closer to slot, requiring
geometrical corrections for data.

information of importance in understanding subtle dif
ferences in system performance, but they are not im
mediately translatable into clinically meaningful
terms.

The data in Table 1 do indicate some differences
among the cameras studied. The values for maximum
count rate are less than those normally published by the
manufacturers, due to the window width used in the
study. Larger windows increase the maximum count rate

ObservedCountRote (counts/sec.)
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served count rate for system with no
deadtlme or pile-up. See text for proce
dure. Expected Count Rate (counts/sec)
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Total Observed and Misplaced Events vs.Expected Count Rate
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pendent on window width, photopeak centering, and

scatter conditions (6â€”8).In this case, considerable care
was taken to use the same measurement conditions for
all cameras. Thus, the smaller deadtime values for the
G.E. and Picker systems in comparison to the other
camera systems are reproducible. The count-rate curves

of Fig. 4 also demonstrate differences between the
cameras. In comparing the deadtime measurement re
suIts with the curves of Fig. 4 and the pulse-pair obser
vations, we apparently find major discrepancies. In
particular, note the differences between the results for
the Toshiba camera. The count-rate curve (measured
with no scattering material) suggests that the Toshiba
would lose the least counts, whereas the deadtime values
(measured with scattering material) indicate the Toshiba
would lose the most counts. This apparent inconsistency
illustrates the important point that the count-rate per
formance of a gamma camera is dependent on the source
geometry and the amount of scattering material
present.

The line-spread data (Fig. 5) are not precise since they
had to be corrected for large geometrical effects when
the source was brought close to the plate in order to
produce the higher count rates. The corrections for the
highest count rates were on the order of 50%. The results
do indicate that for the cameras tested there are some
major differences. Presumably, the increase in width of
the FWHM reflects spatial distortions caused by pile-up.
Such distortions are most likely to be due to misplaced
events and, as expected, the misplaced-event data of Figs.
6, 7, and 8 demonstrate differences between the cam
eras.

The data of Fig. 6 characterize both event loss (total
observed count rate) and pile-up effects causing pulse
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FiG.7. Totalobservedandmisplacedcount
rates versus expected count rates for
camerasstudied.Conditionsinclude10cm
of scattering material. Dashed line mdi
cates total observedcount rate for system
with no deadtimeor pIIe-t@.Proceduresas
in Fig. 6, see text.

distortion (misplaced events). The use of two small
sources represents a greater concentration of activity per

unit area than is normally found in vivoand in that sense
is nonclinical. The two measurement conditions (no
scatter, and 10 cm of Plexiglas with no camera colli
mator) represent extremes of performance, with actual
clinical conditions falling somewhere in between these.
The scatter conditions used for the data in Fig. 7 are
much worse than those found clinically, since the de
tector is uncollimated. The data show major differences
between the cameras in the nonscatter conditions, al
though the differences become less severe under scatter
conditions used in this study. The differences between
cameras in more clinically relevant scatter conditions
should be greater than indicated by Fig. 7, as has been
demonstrated by Strand et al. (1,3). The performance
of each camera is degraded significantly by scatter, as
is expected due to the much higher total detector count

rate for the corresponding expected rate from the PHA
window, and the increased chance of pile-up due to the
large number of low-energy events.

The representation of the data as percent misplaced
events (Fig. 8) is interesting but does not convey the
event-loss information of the curves for total observed
rate and misplaced-event rate. One should compare these
data with the â€œtotalcount rateâ€•curves of Fig. 4 and the
deadtime measurements. The lower maximum count
rate values observed in Fig. 6 are most likely due to the
many lead x-rays present in the misplaced-event mea
surements used in this study. The lead shields produce
a large flux of x-rays, which interact in the detector,
reducing the spectral fraction. Thus, the observed count
rate in the misplaced events corresponds to a higher
detector count rate than is produced in the count rate

20

10

l03
Expected Count Rate (counts/sec.)
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results are technique-dependent. The absolute values can

change significantly if the measurement conditions are
altered.

The comparisons show that if only one parameter were
measured, severely restricted conclusions about the
performance of a system could be made. For example,
compare the results of the count-rate curve (Fig. 4),
misplaced events (Fig. 6), and deadtime (Table I).
Clearly, camera performance is dependent on the source
distribution and the presence of scatter. Most of the
techniques cover a range of counting rates much greater
than those encountered in most clinical situations. In
such measurements, the data in the clinical range of
counting rates (20,000-40,000 observed cps in most
cases) should be the primary area of interest.

The frequency of misplaced events, although relatively
small for most clinical counting rates, is an important
parameter, since the pulse distortion represented by
misplaced events degrades low-contrast resolution.
Techniques to characterize low-contrast performance
with less sophisticated equipment would be of particular
value in assessing the count-rate performance of gamma
cameras.
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Drs. Raymond Marty, Program Chairman and Michael Graham, Program Co-Chairman announce the following plans
for the Pacific Northwest Chapter Spring Meeting.

Clinical Aspects of single photon emIssion tomography.
Practical aspects and applications of the 400T system.

John Keyes,M.D.
Dave Williams, M.D., James
Ritchie, M.D., James Cald
well, M.D., and Glen Hamil
ton,M.D.
Thomas Davis,M.D.CombinedImagingModalitiesintheevaluationof theAbdomen.

Nuclear MedicIne, Ultrasound,CAT scansand conventional radiography in the
evaluation of renal function.

Evaluation of the gallbladder and biliary tree by various Imaging modalities.
General overviewof the variousimaging modalitiesand their appropriatenessand

cost effectiveness.

Tom Rudd,M.D.
John Denney,M.D.

WI NeIp, M.D.

There will also be a Technologistsponsoredprogram.
Application for AMA category I credit for physicians will be on file.
There will be a Chapter General BusinessMeeting on Saturday, March 28, 1981at the scheduledlunch.
Forfurther informationand hoteland regIstrationcards,pleasecontact:JeanParker,Administrator,PacificNorthwest
Chapter, SNM, P.O. Box 40279, San Francisco,CA 94140.

WaterburyHospitalHealthCenterinconjunctionwithYaleUniversitySchoolofMedIcinewillpresentageneralrevIew
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general techniques and clinical applications utilizing a formatoflectures and workshop presentations. RegIstration Is
open to physicIans in all fields of medicine interested in noninvasive cardiovascular diagnosis.
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Lawrence S. Cohen. and Glenn Hamilton.
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Forfurtherinformation,contact:GeraldR.Berg,M.D.,Departmentof Radiology,WaterburyHospitalHealthCanter,
64 Robbins St., Waterbury, CT 06720. Tel: (203) 573-7124.
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