
The scintillation camera is the primary imaging de
vice in nuclear medicine and the need to monitor its
performance is recognized by investigators, professional
societies, hospital accreditation organizations, and
governmental agencies (1â€”5).Relatively few procedures
use computers for the routine quality control (QC) of
scintigraphic systems (6â€”9),although the advantages
of computer-based QC measurements have been rec
ognized by several authors (8,10,1 1). Quantitative
evaluations of test images would be more objective and
precise than visual evaluations. In addition, when a
computer is included in the scintigraphic system, the
performance can be degraded by the camera's output
amplifiers, the cable between the computer and the
camera console, the computer interface, or the analog
to-digital converters. Computerized QC measurements
derived from digital images include the effects of these
camera/computer interface problems.
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A technique has been developed to evaluate several
characteristics from test images acquired with a scm
tillation camera/computer system. For simplicity, the
technique relies on a single image generated with an
orthogonal hole pattern (OHP) and a volumetric flood
source. A computer program has been written for use as
part of a daily QC protocol. This program computes
measurements of spatial linearity, spatial resolution, and
point-source sensitivity, and displays the results in tab
ular and graphic form. A second program can be used
interactively to quantify the spatial location and mag
nitude of characteristics revealed during the QC pro
tocol.

MATERIALS

Several commercially available flood tanks and OHPs
were tested, but all were manufactured with insufficient
stability and precision for quantitative measurements.
Therefore, an OHP and flood tank were machined
especially to limit the introduction of systematic errors
into the results of the evaluation.

The volumetric flood source is a cylindrical tank, 5.3
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data acquisitionandprocessing,can be completedIn 20 mm.The râ€¢sultsare auto
matlcallycompiledanddisplayedasgraphsshowing100consecutIvesetsofdaily
performance measurements. A second computer program is designed as an inter
actIvediagnosticand reeearchtool to displaymeasurementsas histogramsand
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and spatialcharacteristicsof the system'sintrinsicperformancemeasurements
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cm high and 42.5 cm in diameter, with 0.9-cm walls. The
tank is milled out of a solid block of plexiglass, with walls
of sufficient rigidity to minimize bowing. The tank is
filled with a 5- to 10-mCi pertechnetate solution equal
in volume to the air volume of the tank. After filling, the
sides of the tank are compressed to expel excess air. The
flatness of the walls is verified by attempting to slide an
0.2-mm thickness gauge under the edge of a steel ruler
placed across the tank. This limits regional variations in
source thickness to 1%.

The OHP is a lead plate, 4.76 mm thick and 80 cm in
diameter. For large-field cameras, the central region
(38. 1 cm diameter) of the plate is drilled with a square
array of holes, 1.80 mm in diameter, with center-to
center spacings of 19.05 mm. The tolerances on hole
spacings and diameters are 0. 1 and 0.02 mm, respec
tively.

METHODS

Image acquisition. The OHP is placed, without a
collimator, directly on the detector surface and, after
thorough mixing, the flood source is placed directly on
the OHP. The detector is tilted to move bubbles in the
tank out of the detector's field of view.

The OHP image is acquired as a 16-bit digital matrix
with 128 X I 28 pixels. To describe the image, the fol
lowing terminology is introduced. The set of pixels
containing counts corresponding to a hole in the OHP
is called a â€œpeak.â€•A single pixel containing more counts
than its nearest neighbors, located approximately at the
center of each peak, is called the â€œpeakmaximumâ€• or
simply â€œmaximum.â€•To limit statistical uncertainty to
1%, images are acquired so that each peak contains at
least I0,000 counts. For a source activity of 10 mCi,
acquisition of a 7-million-count image requires â€˜@-â€˜7mm.
Source activities of 30 mCi can be used without mea
surable changes in image characteristics.

Image processing. The algorithm begins by searching
left to right, row by row for peak maxima. A 5 X 5-pixel
region of interest is centered over each peak and the
counts in this region are summed. After the aggregate
count for each peak is obtained, each is expressed as a
percent difference from the mean aggregate count and
is used as a measurement of the local point-source sen
sitivity of the detector.

Measurements of spatial linearity and spatial reso
lution are derived under the assumption that the point
spread function describing the peak is a two-dimensional
Gaussian function (12,13). After a peak maximum is
located, a 3 X 3-pixel region of interest is centered over
the peak. Pixels along each column i ofthe region of in
terest are summed and a second-order polynomial

zi=ai2+bi+
is fitted to the logarithms of the three resulting sums, Z1.
This defines a set of three simultaneous equations, which

can be solved for the polynomial coefficients a, b, and c.
The fit is performed with errors introduced by the sta
tistical uncertainty in the pixel values and systematic
errors which are discussed in the evaluation section of

this paper. The Gaussian mean u@and standard deviation
sx are computed by

u@ â€”b/2a,

sx= [â€”1/(2a)]'/2.

The full width at halfmaximum ofthe peak, FWHMX,
is derived from the standard deviation s, of the Gaussian
function to be

FWHMX (8 ln 2)1/2 s@

and is expressed in mm relative to the detector surface.
This is repeated in the orthogonal direction to obtain the
mean u@and resolution (FWHM@) of the peak in the y
direction.

Linearity is assessed by comparing the measured peak
locations (u@,Uy) with the ideal locations of the peak
(14). The ideal locations form a grid of periodically
spaced points with spacings equal to the average x and
y spacings between adjacent peaks in the OHP image.
The center point of the ideal grid is superimposed on the
center of the central peak in the OHP image. This defi
nition of linearity provides for comparison of the dis
placement of a peak relative to every other peak in the
OHP image, and not only with those along a particular
row or colunm.

Although the OHP has a square array of holes, the
average x and average y spacings of the peaks measured
from the OHP image differ from one another typically
by I -2%, and the ideal grid is rectangular rather than
square. When a square grid of peak locations is used to
determine spatial distortion, the difference in x and y

FIG. 1. @1aphsof dailypoint-sou'cesensftMtyfrom two scintillation
cameras. Variations of first system (left)occurred when commercinl
flood tank was replaced with improved model described inMATEnI@t.s
section of this paper (point a), and when flood source was mixed
inadequately (points b and c). Variations of second system (right)
resulted from camera tuning (points d and f) and from inadequate
mixing offlood tank (point e). Fluctuations in performance of second
system were related to power loss in evenings during hospital
construction. Broken line in each daily graph indicates level of.â€˜warningthresholdâ€•(seetext).
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spacing (â€œeccentricityâ€•)dominates the computed non
linearity values and often disguises subtle and localized
spatial distortions. Therefore, a rectangular ideal grid
is used and the eccentricity of the OHP image is specified
as a separate result of the measurements.

Routine quality control. The QC protocol begins with
the acquisition of an OHP image using the software
supplied by the computer manufacturer.* PROGRAMQC
first extracts measurements from the image, then dis
plays the results for the operator. PROGRAM QC requires
minimal operator intervention, and both processing and
display are performed consistently from day to day so
that changes in the measurements can be monitored.

The automatic processing of the OHP image results
in 325 regional measurements for x and y spatial un
earity, x and y spatial resolution, and point-source sen
sitivity. For each of these indicators, PROGRAM QC

derives a single â€œcompositevalueâ€•that summarizes the
325 regional measurements. Each composite value is
plotted against time, with up to 99 preceding determi
nations of the same variable. Variations of x and y spatial
linearity and of point-source sensitivity are summarized
by the standard deviations of the measured values.
Spatial resolution in the x and y directions is summarized
using the arithmetic means of the measurements. The
â€œdailygraphsâ€•(Fig. 1) present performance measure
ments with the system serving as its own control, since
changes in performance are identified from fluctuations
in the plotted values.

The daily graphs also contain a â€œwarningthresholdâ€•
represented as a dashed line. When values exceed this
threshold, the operator is warned that further investi
gations or corrective action may be necessary. Currently,
the placement of this threshold is determined subjectively
from the measured characteristics over a period of time.
In the future it may be possible for the warning threshold
to be predetermined by the user or manufacturer on an

objective basis, although this is impossible at present.
The output from PROGRAM QC is contained in nine

frames, which are photographed onto a single sheet of
film. The first frame is a list of system reference infor
mation, including the date, source activity level, the
hospital name, type of camera, energy window settings,
diameter of the crystal, and OHP hole spacing. The
second frame tabulates the system sensitivity (detected
count rate divided by source activity) and the image
eccentricity (average x-peak spacing divided by the av
erage y-peak spacing). Frame 3 is an unprocessed OHP
image. Frames 4 through 8 are five daily graphs of the
quality-control measurements. Finally, frame 9 lists the
averages and standard deviations of the five camera
measurements that are derived from the OHP image.

Image processing requires 3 mm to perform. The en
tire QC evaluation, including equipment preparation and
cleanup, image acquisition, and processing, can be
completed in 20 mm or less.

Diagnostic mode. As an adjunct to PROGRAM QC, the
second computer program, ACCESS, has been designed
as a diagnostic and experimental tool. The operator uses
it interactively to display the regional and quantitative
information compiled by PROGRAM QC. Two display
formats are available. First, a histogram can be gener
ated in which the number of peaks is plotted against the
measurements made for those peak locations. A separate
histogram can be displayed for each of the five perfor
mance variables. Information also can be displayed as
functional images in which the regional measurements
are coded by the intensity ofcorresponding areas in the
image.

The relationship between functional image intensity
and the corresponding regional numerical values can be
determined interactively by the operator, who specifies
a â€œwindowâ€•defining the range ofvalues to be displayed
in the functional image. The window-level values can be
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FIG.2. Imagesoforthogonalholepattern(A,D),histograms(B,E),andfunctionalimages(C,F)ofyspatiallinearitybefore(above)and
after (below) camera tuning by a service engineer. Linearity improvement is shown by narrower histogram distribution and more uniform
functionalimage intensityafter tuning.
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Measurement
(units)Total

imagecounts2
million 6 million 10 million
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TABLE 1. STATISTICAL ANALYSIS OF 325 PEAK MEASUREMENTSOBTAINED FROM PAIRS OF
IMAGESWITH 2 MILLION,6 MILLION,AND 10 MILLIONTOTALCOUNTS

Point source sensitivity
(% variation from mean)

x spatialresolution
(mm FWHM)

Y spatial resolution
(mm FWHM)

x spatiallinearity
(% crystal diameter)

Y spatiallinearity
(% crystal diameter)

x peakcoordinate
(pixels)

Y peakcoordinate
(pixels)

â€”0.01Â±1.84' â€”0.01Â±1.08 0.00 Â±0.83

0.02Â±0.21 0.00Â±0.13 0.01 Â±0.10

0.00 Â±0.26 0.00 Â±0.15 0.01 Â±0.12

â€”0.01Â±0.02 â€”0.01:k:0.01 0.01 Â±0.01

0.01 Â±0.03 0.02 Â±0.02 â€”0.01Â±0.01

0.01 Â±0.03 â€”0.01:1:0.01 0.00 Â±0.01

0.01 Â±0.03 0.00 :1:0.02 0.00 Â±0.02

. Values given as mean difference Â± one standard deviation.

entered either from the computer keyboard or using a
light pen to indicate the desired level on a histogram of
measured values displayed on the video monitor. The
functional image quantifies both the magnitude and
location of measurements with respect to the detector
surface. Figure 2 shows OHP images, histograms, and

functional images of spatial linearity before and after the
camera was tuned by a service engineer.

EVALUATION

Statistical limitations on measurement repeatability.
The precision of the method was evaluated by acquiring
pairs of OHP images under identical conditions, then
comparing the measurements derived from these images.
The means and standard deviations of the differences in
the paired measurements are shown in Table 1 for image
pairs with 2, 6, and 10 million counts. For a 6-million
count image, the uncertainties in paired linearity and
resolution measurements are less than 5% of typical
manufacturer specifications (approximately 1%of the
detector diameter and 4-mm FWHM for linearity and
resolution, respectively, in a large-field-of-view camera).
The relative point-source sensitivity at a given location
on the detector has a statistical uncertainty of'-@.'1%for
the 6-million-count image. Currently, OHP images are
acquired with at least 7 million counts. Users who require

greater precision can acquire images with more counts,
with a corresponding increase in acquisition time.

Systematic errors. Inherent in this method are several
systematic errors that limit the accuracy of the evalua
tion and provide errors equal to or greater than the sta
tistical uncertainties described above. These systematic
errors are discussed individually.

The finite size of the pixels in the image matrix in

troduces an error into the computation of the resolution
measurements (15). The digital sampling of an ideal
point-spread function can be modeled by the convolution
of a Gaussian function by a rectangular function. This
model is used to generate factors, stored in the computer
as a look-up table, to correct the computed FWHM
values for the effects of digital sampling. The factors
depend on both the spatial resolution of the camera and
the pixel size in the image matrix. For a 128 X 128 ma
trix and for an instrument with a 4-mm FWHM, this
correction decreases the measured FWHM values by
approximately 10%.

The finite size of the holes in the OHP introduces an
additional error into the FWHM measurements. The
determination of spatial resolution typically assumes that
the point source is infinitely small and that a finite source
broadens the point-spread response of the detector.
Smaller holes are not used in the OHP, since they de
crease the sensitivity of the system as well as increase the
relative imprecision in hole size. The present hole size
increases the FWHM measurements by â€˜@.â€˜5%.This
systematic error is not corrected by the computer algo
rithm, since other effects, such as statistical uncertain
ties, angular divergence, and digital sampling, introduce
similar or larger errors into the measurements.

To generate the OHP image, a flood source is placed
in contact with the OHP. Since the cylindrical holes in
the OHP have a length of 4.76 mm and a diameter of 1.8
mm, the photons from the flood source pass through the
holes with a maximum angular divergence of 2 1Oâ€¢This
divergence increases the effective size of the point source
created by the hole in the OHP. One can reduce the se

verity of this problem by using a phantom with smaller
hole diameters, although as previously discussed, this
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FIG. 3. Histograms of performance measurements on a clinical scintigraphic system. See text for discussion. (A)OHP image; (B)Point
sourcesensitivityhistogram;(C)Xspatialresolutionhistogram;(D)Vspatialresolutionhistogram;(E)Xspatiallinearityhistogram;(F)
V spatiallinearityhistogram.
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point-source sensitivity measurements. Comparative
manual measurements have demonstrated a regional
variation of 1% in the sensitivity ofa typical well-tuned
camera. A sensitivity variation of approximately 3.5%

was obtained from the same camera using the comput
erized OHP technique. A method to reduce or eliminate
this systematic error has not been developed. When more
accurate quantitative measurements of point-source
sensitivity are required, one must rely on manual mea
surements (16).

EXAMPLES

(1 ) Histograms showing the results of a camera
evaluation are given in Fig. 3. The measured spatial
resolutions of the camera, not corrected for angular di
vergence of gamma rays, are 9-mm FWHM in the x
direction and 7-mm FWHM in the y direction. This
difference in spatial resolution is perceptible by an el

decreases sensitivity and increases relative hole-size
variation. Another alternative is to use a distant point
source. When this is done, the error in the measured
FWHM decreases from about 50% to less than 10%.
When accurate resolution measurements are desired,
therefore, a distant point source can be used. Unfortu
nately, the geometrical efficiency of the imaging system
may decrease by an order of magnitude with a distant
point source. Also, the OHP collimates the photon beam.
Since more photons pass through holes directly beneath
the point source than through more peripheral holes, an
unacceptable regional variation is introduced into the
point-source sensitivity measurements. For purposes of
quality control, a flood tank must be used to generate the
OHP image so that point-source sensitivity and relative
spatial resolution can be measured simultaneously.

The present phantom design includes a 3% variation
in hole cross-sectional area, which is introduced into the
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FIG.4, Floodimages(A,D),point-sourcesensitivityhistograms(B,E),andfunctionalimages(C,F)showdegradationofcameraequi
sensitivity with uniformity correction (top row).
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lipticity in the normally circular peaks in the OHP image
(Fig. 3A). In addition, the histograms indicate poorer
spatial linearity in the y than in the x direction. This
difference in spatial linearity is apparently a manifes
tation of barrelling in the horizontal rows of peaks in the
OHP image. Underlying reasons for these linearity and
resolution characteristics are unknown at this time.

(2) The effect on point-source sensitivity of unifor

mity correction was examined by acquiring two OHP
images under identical conditions except that one image

was obtained with uniformity correction and the other
without. Histograms and functional images for point
source sensitivity (Fig. 4) show a degradation in point
source equisensitivity when uniformity correction is used
(17â€”20).

DISCUSSION AND SUMMARY

The computerized evaluation described in this report
includes tests of spatial linearity, spatial resolution, and
point-source sensitivity of the scintillation camera/
computer system. Tests of uniformity and low contrast
detectability (21 ) are not included but are important
components of a complete QC protocol. The computer
ized evaluation is limited to intrinsic measurements of
the scintigraphic system. Tests for uniformity and low
contrast detectability are important for the evaluation
of display units, multiformat cameras, collimators, and
uniformity-correction microprocessors.

However, our early experience indicates that the
computerized technique offers several advantages over
traditional techniques. Quantitative measurements
provide more reliable, objective, and sensitive tests of
camera characteristics than analogous subjective eval
uations. Characteristics can be compared objectively
between different systems and between measurements
made on the same system on different days. In addition,
the measurements are easily extended to diagnostic and
experimental applications. For example, service engi
neers can examine functional images as a guide for
camera adjustment. Since the functional image display
can be adapted to show any level of detail, abnormal
characteristics are enhanced and identified easily. Fi
nally, since the evaluation is performed on digital images
stored in computer memory, the computer is included
in the evaluation. This inclusion is essential whenever the
computer is to be used in the processing of patient im
ages.

FOOTNOTE

* ADAC Laboratories, Sunnyvale, CA 94086.
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