
Methods have been developed for determination
of ejection fraction (EF) by analysis of left-ventricu

lar timeâ€”activitycurves following vascular injection
of a radionuclide tracer ( 1â€”4). A particularly con
venient technique, originated by Schelbert et al. (1),
is available as part of a standard commercial soft
ware package. *

The background-subtracted left-ventricular time
activity curve is composed of a high-frequency cyclic
curve representing cardiac contraction, superimposed
upon a low-frequency curve representing the profile
of tracer concentration as the bolus passes through
the left ventricle. Over any given cardiac cycle, the
ratio of the amplitude of variation (end-diastolic
minus end-systolic) to the peak activity value (end
diastolic) gives the ejection fraction. Thus, the prob
lem of ejection fraction estimation reduces to one of
determining the relative amplitudes of cyclic varia
tions in the noisy data.

It can be shown Poisson noise introduces a posi
tive error in the amplitude and ejection fraction as
estimated by this technique for any finite count rate.
In the case of large tracer doses or with large ejec
tion fractions, the error is small but still is often sig
nificant. We have observed this effect in the analysis
of simulatednoisydata curveswith known EF and

have devised a correction that removes most of the
bias by taking the noise into account.

Analysis. The sinusoidal volume model assumes
that ventricular volume varies in an approximately
sinusoidal manner and that a sinusoid fitted to the
high-frequency curve has an amplitude proportional
to the amplitude of ventricular volume changes. In

the technique of Schelbert et al., the sinusoidal fit is
made by determining the root mean square deviation
of the data points about the low-frequency curve.

The mean square deviation (MSD) of a sinusoid
from its mean, taken over an integral number of
cycles, is related to the amplitude A of the sinusoid
(1)by

MSD= Â½A2. (1)

Thus, a deterministic estimate A0 of the amplitude

is given by

A0 = V2MSD. (2)

Equation 1, however, holds true only if the data
are not noisy. It can be shown Poisson noise con
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The effects of Poisson noise on three estimates of ejection fraction made
from left-ventricular timeâ€”activitycurves have been investigated. All three
methods are based on a sinusoidal model of left-ventricular volume changes.

The first, developed by Schelbert et al., overestimates the ejection frac
lion for low-activity levels and low ejection fractions. The second estimate,
which is merely a first-order correction for the contribution of Poisson
noise to the first estimate, appears to be more accurate when both estimators
are applied to simulated timeâ€”activity curves, and the resulting ejection
fractionsare compared.A third, â€œmaximumlikelihoodâ€•estimator,when
applied to the same data, is apparently more accurate than the first two.
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distributed noise, and hk is a sinusoidal curve with
the same frequency as that of the heartbeat.

The ML estimate A for the K linear observations
Zk (6) is given by

K

@ (hkzk/crk2)
k=1

A=K
@:(hk2/o@2)

k=1

(4) wherezk @â€˜kâ€”B â€”C, and @k2@5the varianceof
the Poisson noise. A good estimate of @k2is obtained
by smoothing the raw data z'k.

If the value of A given by Eq. 7 is used in Eq. 5,
the result is an estimate of EF unbiased by Poisson
noise.

Comparison using simulated curves. In order to
investigate the effect of noise on typical EF esti
mates, a series of 11 simulated list-mode time
activity curves with Poisson noise and with known
ejection fractions was generated on a laboratory
computer.t The ejection fractions simulated were
0.20, 0.40, and 0.80. The average count rates were
varied from 30 to 150 counts per 40-msec data
point; these levels correspond to typical peak left
ventricular activity levels in our patient studies.

The noise correction method discussed here as
sumes a time-invariant low-frequency curve, which
is unrealistic in most patient studies. To test the effect
of a nonconstant low-frequency curve, two of the
simulated curves were given parabolic low-frequency
components.

A group of intervals on each of the eleven 500-
(6) point test curveswere analyzedby the method of

Schelbert et al. using the program supplied with our
computer. * A noise correction was applied to each
of the resulting EF estimates, based upon the average

tributes to the mean square deviation of data gath
ered as random counts. If o@2j@the average variance
of the Poisson noise over the data interval being
used, the expected mean square deviation for noisy
data(5)is

MSD = Â½A2+ o@2. (3)

Thus, a more accurate estimate of A is

A* = V@MSD â€”2rn2.

Note that since @IIis positive, the deterministic esti

mate A0 is always larger than the estimate A* that
takes noise into account.

If all data points are normalized such that the
low-frequency level B is constant, then EF is re
lated to amplitude A by

2A
EF_A+Bâ€¢

Thus, if A0 is an overestimate of A, then the deter
ministic estimate EF0 computed by substituting A0
into Eq. 5 can be expected to exceed the actual value.

An EF estimate unbiased by noise is provided by
the maximum-likelihood (ML) estimator (6). Briefly,
the ML estimate of a parameter @,given the set of
noise-corrupted observations z'k, is the estimate x

such that the likelihood of obtaining the observation
set is maximized. In the case of ejection fraction
estimation, a convenient formulation involves esti
mating the amplitude A of volume variation from the
linear observations

zk=ABhk+B+C+nk,

where B is the mean activity level of the ventricular
curve, C is the background level, nk is Poisson

(7)

TABLE1. UNCORRECTEDAND NOISE-CORRECTEDEJECTIONFRACTIONESTIMATESFOR VARIOUS
MEAN ACTIVITYLEVELSAND TRUEEJECTiONFRACTIONS

30 0.430.575 Â± 0.026 (p -( 0.01)0.425 Â±0.051 (â€”)0.425 Â±0.035(â€”)60
0.430.507 Â±0.029 (p < 0.01)0.433 Â±0.039 (â€”)0.379 Â±0.031(â€”)90
0.440.486 Â±0.011 (p ( 0.005)0.437 Â±0.013 (p ( 0.02)0.417 Â±0.018(â€”)150
0.440.453 Â±0.031 (p < 0.05)0.421 Â±0.015 (â€”)0.392 Â±0.020(â€”)30

0.240.476 Â±0.019 (p -( 0.01)0.134 Â±0.105 (â€”)0.206 Â±0.062(â€”)60
0.240.380 Â±O.O36(p -( 0.01)0.212 Â± 0.077 (â€”)0.200 Â±0.044(â€”)90
0.240.358 Â± 0.051 (p -( 0.01)0.255 Â±0.086 (â€”)0.196 Â±0.035(â€”)60

0.840.846 Â± 0.039 (p < 0.001)0.828 Â± 0.043 (â€”)0.803 Â±0.027(â€”)90
0.840.850 Â±0.009 (p -( 0.005)0.838 Â± 0.009 (p -( 0.001)0.808 Â±0.016(â€”)60

parabolic' 0.440.502 Â±0.038 (p < 002)0.417 Â±0.056 (â€”)0.402 Â±0.041(â€”)150
parabolic' 0.440.460 Â±0.036 (p < 0.05)0.426 Â± 0.038 (â€”)0.405 Â±0.021(â€”).

In each of the parabolicâ€•test curves,the low-frequency component wasa parabola with B = 10 at initialand finaltimesandpeak
B values of 60 and 150.
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activity level of the curve in that interval. The same
intervals of each data curve were then processed on
another computert using the maximum likelihood
procedure, and the three sets of EF estimates were
compared.

The mean EF estimates for each curve are pre
sented in Table 1, and results for the series of curves
with EF = 0.40 are plotted in Fig. 1. Student's t-test
was applied to determine the significance of the de
viation of each averaged estimate from the actual EF
value; the p values in Table 1 indicate this signifi
cance level. The confidence limits in Table 1 and
Fig. 1 are the sample standard deviations.

CONCLUSIONS

The following observations can be made from the
results:

1. The positivebias in the deterministicesti
mate was significant in all cases tested, al
though it decreased with increasing activity
and increasing EF.

2. The corrected estimates (EF* ) were always
closer to the actual EF value than were the
deterministic estimates (EF0) . Similarly,
the ML estimates were always more accu
rate than the corrected estimates. Errors in
the uncorrected estimates averaged 42%
over all curves, the average error for cor
rected estimates was 10% , and for the ML
estimates, 2%.

3. There was no significant decrease in the ac
curacy of any of the three EF estimates
when a more realistic nonconstant baseline
was used.

The mean activity level of the left-ventricular time
activity curve is dependent on several variables, in
cluding tracer dose, end-diastolic volume, back
ground level, collimator and detector efficiency, and
others. Because the uncorrected MSD method will

significantly overestimate EF when the mean left yen
tricular activity level is low for any reason, users of
the MSD method should be aware of whether or not
their computational procedure includes a correction
for Poisson noise.

The clinical usefulness of maximum-likelihood es
timates in radionuclide angiographic measurement
of ejectionfractionand the comparisonof ML esti
mates with other estimates of EF in patients remains
an interesting subject for future investigations.
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FIG. 1. Ejectionfractionestimatesforsimulatedcurveswith
EF = 0.40. Open circles designate deterministic estimates, closed
circles designate corrected estimates, and squares indicate ML esti
mates. Error bars represent sample standard deviations.

Parkey is a former Scholar in Radiological Research of the
James Picker Foundation.

FOOTNOTES

C General Electric Nuclear Data MED II computer.

t Digital Equipment Corp. PDP 8/I.

REFERENCES

1. SCHELBERT HR, VERBA JW, JOHNSON AD, et al. : Non

traumatic determination of left ventricular ejection fraction
by radionuclide angiocardiography. Circulation 51: 902â€”
909,1975

2. FOLSE R, BRAUNWALD E: Determination of fraction
of left ventricular volume ejected per beat and of ventricu
lar end-diastolic and residual volumes. Circulation 25 : 674-
685,1962

3. VAN DvxE D, ANGER HO, SULLIVAN RW, et al. : Car
diac evaluation from radioisotope dynamics. I Nuci Med
13:585â€”592,1972

4. STEELEF, KIRCH D, MATTHEWSM, et al. : Measure
ment of left heart ejection fraction and end-diastolic vol
ume by a computerized, scintigraphic technique using a
wedged pulmonary arterial catheter. Am I Cardiol 34: 179â€”
186,1974

5. PAPOULIS A : Probability, Random Variables, and Sto

chastic Processes. New York, McGraw-Hill, 1965
6. SAGE AP, MELSA JL: Estimation Theory with Appli

cations to Communications and Control. New York,
McGraw-Hill, 1971, pp 195â€”203




