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Parametric imaging of the net influx rate (Ki) in
18F-FDG PET has been

shown to provide improved quantification and specificity for cancer
detection compared with SUV imaging. Current methods of generat-
ing parametric images usually require a long dynamic scanning time.
With the recently developed uEXPLORER scanner, a dramatic
increase in sensitivity has reduced the noise in dynamic imaging, mak-
ing it more robust to use a nonlinear estimation method and flexible
protocols. In this work, we explored 2 new possible protocols besides
the standard 60-min one for the possibility of reducing scanning time
for Ki imaging. Methods: The gold standard protocol (protocol 1) was
conventional dynamic scanning with a 60-min scanning time. The first
proposed protocol (protocol 2) included 2 scanning periods: 0–4 min
and 54–60 min after injection. The second proposed protocol (proto-
col 3) consisted of a single scanning period from 50 to 60 min after
injection, with a second injection applied at 56 min. The 2 new proto-
cols were simulated from the 60-min standard scans. A hybrid input
function combining the population-based input function and the
image-derived input function (IDIF) was used. The results were also
compared with the IDIF acquired from protocol 1. A previously devel-
oped maximum-likelihood approach was used to estimate the Ki

images. In total, 7 cancer patients imaged using the uEXPLORER
scanner were enrolled in this study. Lesions were identified from the
patient data, and the lesion Ki values were compared among the dif-
ferent protocols. Results: The acquired hybrid input function was
comparable in shape to the IDIF for each patient. The average differ-
ence in area under the curve was about 3%, suggesting good quanti-
tative accuracy. The visual difference between the Ki images
generated using IDIF and those generated using the hybrid input
function was also minimal. The acquired Ki images using different
protocols were visually comparable. The average Ki difference in
the lesions was 2.8% 6 2.1% for protocol 2 and 1% 6 2.2% for
protocol 3. Conclusion: The results suggest that it is possible to
acquire Ki images using the nonlinear estimation approach with a
much-reduced scanning time. Between the 2 new protocols, the
protocol with dual injection shows the greatest promise in terms
of practicality.
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PET with SUVs (1,2) is widely used in clinical oncology for
tumor imaging. However, the use of SUVs suffers from several
drawbacks (3). For instance, the kinetics of uptake time for
18F-FDG may vary significantly in different tissues (4). In addi-
tion, the use of SUV measurements to differentiate malignant
tumors from processes such as inflammation is challenging (5–7).
Parametric imaging provides an alternative to SUV imaging and

has the potential to provide added information. For 18F-FDG stud-
ies, a few parameters are commonly derived, such as the net influx
rate (Ki), the delivery rate constant (K1), and blood fractions in tis-
sue. Ki is more commonly used and often acquired using graphical
methods because of its simplicity (8). The acquired Ki has been
found to yield improved specificity at a similar sensitivity for can-
cer detection (9). Ki images have also been found to yield better
results for tumor volume delineation than SUV images (10).
18F-FDG K1 alone or combined with Ki was found to be an indica-
tor of tumor subgroup (11) and a way to evaluate chemotherapy
response (12). The combined 18F-FDG parameters were found to
be helpful for assessing metabolic tumors (13) as well.
Compared with SUV imaging, parametric imaging also has its

challenges. One is the need for an accurate input function. The con-
ventional approach requires invasive sampling of arterial blood.
In recent years, more studies have been suggesting that the
image-derived input function (IDIF) (14,15), population-based
input function (16), or hybrid input function with both image
data and population samples (17) can be used as a noninvasive
replacement. Another practical issue is the much-increased scan-
ning time. In estimating Ki using the conventional Patlak
method, a much longer scan is unavoidable. This is because the Ki

image is the slope image in the Patlak model; with slow-changing
dynamics, it requires a long scanning time to accurately estimate the
change in activity. As a result, a minimal scanning time of 30 min is
often used to estimate Ki with the Patlak model. Compared with
state-of-art whole-body SUV scans, which last less than 10 min, the
much-increased scanning time has limited the daily application of
parametric imaging. The much-increased scanning time also
increases the likelihood of patient motion during scans, which may
further degrade image quality.
Although a single-bed-position acquisition is usually conven-

tional for parametric imaging, whole-body Patlak analysis using
regular scanners (18) or the total-body uEXPLORER scanner (19)
has recently been proposed and validated. Whole-body parametric
imaging provides a unique opportunity for the inspection of dis-
seminated disease—also a major application of PET imaging.
Compared with the graphical method, Ki can also be estimated

using a nonlinear approach with an 2-tissue-compartment irreversible
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model. An entire time–activity curve consisting of a 60-min scan
or an even longer scanning time is usually used for this purpose.
With the uEXPLORER (20), the much-increased sensitivity of the
whole-body scan has dramatically reduced noise in the recon-
structed dynamic images. This reduction has made nonlinear esti-
mation more robust. An advantage of nonlinear estimation is that it
can better use dynamic data than models (Patlak model) that
require data after equilibrium for estimation (21), therefore provid-
ing more freedom in protocol design. In previous studies, we dem-
onstrated the possibility of reducing scanning time for estimating
parameters such as K1 and the blood fraction (22). In this work, we
further explored the possibility of accurately estimating Ki using a
much shorter dynamic scanning sequence with a total scanning
time of 10 min for whole-body imaging. Two alternatives were
investigated. One used a combination of early-time-point and late-
time-point scanning (dual-time-point scanning), and the other used
a dual-injection protocol to combine both early dynamic informa-
tion and late dynamic information within a single scan.

MATERIALS AND METHODS

Scanning Protocols
Three protocols were studied in this work. Protocol 1 was a con-

ventional 0 min to 60 min dynamic scan. It was used as the gold
standard to evaluate the performance of the 2 proposed protocols.
The first proposed protocol (protocol 2) consisted of a combina-

tion of 2 time points, that is, an early time point at 0–4 min after
injection and a late time point at 54–60 min after injection. To min-
imize use of scanner time, the patients were scanned twice, with
registration taking place between the scans. As a proof of concept,
this protocol was simulated by excluding the 4 min to 54 min post-
injection interval of an entire 0 min to 60 min dynamic scan. The
main goal of this protocol was to examine the accuracy of the esti-
mation by using information from only the early and late phases.
The second proposed protocol (protocol 3) used a single

scanning period of 50–60 min after injection, with the help of a

dual-injection scheme. The first injection occurred at t5 0 (protocol
began with the first injection), and the second injection occurred
56 min later. In this case, the last 4 min provided the early dynamic
data, and the first 6 min provided information similar to that of the
second scanning period in protocol 2. This scanning protocol was
simulated by combining the dynamic images from 0 to 4 min after
injection with those from 56 to 60 min after injection. Figure 1 illus-
trates the 3 protocols, and Table 1 shows their dynamic time frames.

Input Functions
For protocol 1, the IDIF was used. The ascending aorta was

used to extract the IDIF, as it is less affected by respiratory motion.
For the other 2 protocols, with the limited scanning time, the IDIF
was not available for the entire dynamic range. In this work, we
acquired the input function using a hybrid approach by combin-
ing the population-based input function, the model-based input
function, and the IDIF. The input function for protocol 2 is pro-
posed as

CpðtÞ¢
Cimage 1 tð Þ
me2gðt2t1ÞCp0 tð Þ
Cimage 2 tð Þ

t# t1
t# t1 and t # t2

t# t2

8<
: Eq. 1

where Cimage 1 tð Þ is the IDIF of the first 4 min and Cimage 2 tð Þ is
the IDIF of the last 6 min. Cp0 tð Þ is the population-based input
function, g and m are the scaling constants that satisfy
mCp0 t1ð Þ5Cimage 1 t1ð Þ, and me2gðt22t1ÞCp0 t2ð Þ5Cimage 2 t2ð Þ.
For protocol 3, the input function was based on 2 assumptions:

the first is that the later phase of the input function can be approxi-
mated as a single exponential function, and the second is that the
shape of the input function from the second injection has the same
shape as the input function from the first injection. In literature
studies with multiple injections in 1 patient, the similarity of the
produced input function (23) supports the second assumption.
The IDIF was first separated into 2 regions: before the second

injection (CB(t)) and after the second injection (CA(t)), where t0 rep-
resents the second injection time. An exponential curve (CB0e2bt)
was used to fit CB(t), and the contribution of the second injection
was estimated by subtracting the exponential curve from the IDIF
CA(t), that is, CA(t) 2 CB0e2bt. The contribution from the second
injection was treated as the early-phase input function (Cimage 1 tð Þ),
like that in protocol 2, and CB(t) was treated as the late phase input
function (Cimage 2 tð Þ), like that in protocol 2. The missing part was
approximated using the same approach as shown in Equation 1.
For both protocol 2 and protocol 3, the original IDIF acquired

using the whole dynamic process was used as the gold standard.

Maximum-Likelihood Estimation
The dynamic changes in 18F-FDG within the human body can

be approximated using the 2-tissue-compartment model, where

TABLE 1
Dynamic Frames for Different Protocols

Parameter Protocol 1 Protocol 2 Protocol 3

Start time (min) 0 0 50

Dynamic frames 5 (s) 3 30 5 (s) 3 30 120 (s) 3 3

30 (s) 3 15 30 (s) 3 3 5 (s) 3 30

120 (s) 3 25 50 (min) 3 1 (no scan); 120 (s) 3 3 30 (s) 3 3

FIGURE 1. Illustration of the 3 protocols proposed in this study. p.i. 5
after injection.
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the first compartment (C1) describes perfusion of 18F-FDG to the
tissue and the second compartment (C2) models the phosphoryla-
tion process within the cells. The 2 compartments can be modeled
mathematically using the rate constants

dC1

dt
5K1Cp1k4C22k2C12k3C1

dC2

dt
5k3C12k4C2

8>><
>>:

Eq. 2

where K1 and k2 describe the forward and backward perfusion
process of 18F-FDG in the tissue, and k3 and k4 describe the
phosphorylation and dephosphorylation process. In many cancer
cells, FDG-6-phosphate is only minimally dephosphorylated and
is trapped within the cell (24). This process allows us to simplify
the model by assigning a value of 0 to k4. The acquired dynamic
PET image, X ðtÞ, can be represented using the equation below
when k4 is 0.

X5vbCp1C11C2 5vbCp1
k2K1

k21k3
exp 2ðk21k3Þtð Þ

�Cp tð Þ1 k3K1

k21k3

ð
Cpdt Eq. 3

where K9
15K1

k2K1
k21k3

, k925k21k3, Ki5
k3K1
k21k3

, and Ci tð Þ5
ð
Cpdt. With

these definitions, the above equation can be written as

X5vbCp1C11C2 5vbCpðtÞ1K9
1exp 2k92t

� �

�Cp tð Þ1KiCi tð Þ
Eq. 4

The above equation is similar to the
Patlak model, where the Ki has the same
definition as that in the Patlak model,
and the combined effect of vb1K9

1exp
2k92t
� �� =CbðtÞ was treated as a cons-
tant after equilibrium in the Patlak
model.
With the assumption that the voxel val-

ues in the dynamic image approximately
follow a scaled Poisson distribution (25), the
maximum-likelihood estimation approach
was used for estimating Ki. The update

equation for Ki can be derived as

Kp11
i 5

Kp
iX

t
Ci tð Þ

X
t

Ci tð ÞX tð Þ
Ĉ

p
tð Þ

Eq. 5

where Ĉ
p
tð Þ5v p

bCb1K9
1pe

2k92pt �Cp tð Þ1K9
i pCi tð Þ is the estimated

dynamic image at time t given the estimated parametric images
and p is the iteration number. The effects of different frame
lengths were included in Cp and Ci in the above equations. The
derivation is similar to our previous proposed update equation for
vb and K1 (22). For whole-body imaging, the input function Cp

may also be subject to the delay and dispersion effects. The delay
effect is modeled and estimated using the same approach as one
previously proposed (22). In total, 5 parameters, including K1

9, k29,
vb, Ki, and the time delay, were estimated jointly. The estimated Ki

was analyzed subsequently because it is the target of interest in
this study.

Patient Data and Image Reconstruction
In our study, 7 potential cancer patients (Table 2) referred to the

Henan Hospital were imaged using the uEXPLORER scanner
(Shanghai United Imaging Healthcare) with the dynamic scanning
protocol. The patient group was preselected to exclude those with
significant motion artifacts and those with nonbolus input functions.
Visual examinations were used to determine the motion artifacts,
and the exclusion criteria were examinations with visible motion
greater than 5 voxels or 15 mm. The dynamic study was approved
by the Institutional Review Board of the hospital, and written
informed consent was obtained from each patient. The patients
included 4 men and 3 women, with a weight of 66613 kg and an
injected dose of 273660 MBq (mean 6 SD). The leg was chosen
as the injection site because it is closer to the end of the gantry.
Dynamic images were reconstructed using the vendor-

recommended settings with random, scatter, attenuation, normaliza-
tion, and dead-time corrections; the reconstructed images had a
2.89-mm slice thickness and a 3.125-mm voxel size in the transax-
ial plane. The number of voxels in the reconstructed image was
192 by 192 by 672. Time-of-flight reconstructions were applied
using manufacturer-supplied reconstruction software (ordered-sub-
sets expectation maximization with 3 iterations and 24 subsets)
with the point-spread-function model.
An alternate update approach was applied for the joint estima-

tion process. Twenty-seven main iterations were used. In each iter-
ation, 6 subiterations were used for Ki, K1

9, and the blood fraction
(with a total iteration number of 162); 2 subiterations were used

TABLE 2
Patient Data Used in This Study

Patient
no. Sex

Weight
(kg)

Injected
dose (MBq)

Preliminary
diagnosis

1 M 75 224.7 Prostate cancer

2 F 60 223.5 None

3 F 50 246.4 Pulmonary nodule

4 M 60 317.1 Space-occupying
lesion (brain)

5 M 83 306.0 Gastric cancer

6 F 55 219.6 Leiomyoma

7 M 81 375.7 Pulmonary nodule

FIGURE 2. Comparison of IDIF and hybrid input function for protocols 2 and 3. Original
population-based input function is also displayed for comparison. au5 arbitrary units.
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for the time delay; and 1 subiteration was used for k29. The Ki esti-
mated using protocol 1 with the IDIF was selected as the gold
standard. Ki was also estimated using the conventional Patlak
model for comparison. In the Patlak method, data from 20 min
after injection to 60 min after injection with IDIF were used. The
framing sequence was the same as for protocol 1. No postsmooth-
ing filter was applied. The noise of the estimated images was cal-
culated using VOIs in the thigh muscle region. The coefficient of
variation was used as the surrogate for noise. A region-growing
approach with a threshold of 90% of the maximum value in the Ki

image (protocol 1) was used for lesion acquisition. The average Ki

value of the lesions from images acquired using different methods
was also measured to study quantitative accuracy.

RESULTS

Figure 2 shows the input functions acquired from a patient using
the IDIF approach and the proposed hybrid approach. The original
population-based input function (17) is also displayed with normal-
ized peak value. A significant difference existed between the
population-based input function and the IDIF when normalized to
the same peak value, but good agreement could be achieved with the
hybrid method. For all patient data, the average area-under-the-curve
ratio between the hybrid input function and the IDIF was 1.03 6

0.04, suggesting it is possible to use the hybrid input function for Ki

estimation when the whole dynamic data are unavailable.
Figure 3 shows the reconstructed Ki images of patient 1 using

the 3 protocols (K1
9 and k29 images are included in Supplemental

Figs. 1 and 2; supplemental materials are available at http://jnm.
snmjournals.org). The same color scale was used for all images. The
IDIF was used in protocol 1, and both the IDIF and the hybrid input
function were used in the other protocols. The Ki images acquired
using protocols 2 and 3 were visually comparable to that using pro-
tocol 1 but noisier. Figure 4 shows the difference images of Ki gen-
erated using different protocols (Supplemental Fig. 3 shows the
corresponding percentage images). Minimal difference was observed
between IDIF-based and hybrid input function–generated Ki images.
Figure 5 shows the maximum-intensity projections of the recon-
structed Ki images, as well as the SUV image for patient 5.

The same scale was used for all Ki images,
and the SUV image was scaled for compa-
rable muscle uptake.

Image noise using the 3 estimations was
also calculated. The average coefficient of
variation was 0.12 6 0.04 for Ki images
estimated using protocol 1 in the thigh
muscle region, 0.22 6 0.05 for Ki images
estimated using protocol 2, and 0.20 6
0.04 with protocol 3. The much-reduced
noise level in protocol 1 was likely caused
by the long scanning time. Protocol 3 also
showed a reduced noise level when com-
pared with protocol 2; this reduction was
likely caused by the use of summed data,
as it is effectively 2 times the dose com-
pared with protocol 2.

Using protocol 1, Ki was calculated with
the proposed nonlinear approach and the
conventional Patlak approach (Fig. 6). The
images generally agree with each other,

with some minor differences. The noise level in the nonlinear esti-
mation was visually lower than that in the linear estimation,
as agrees with literature findings (26). A higher muscle-
background Ki value was detected in the nonlinear approach.
In total, 26 lesions were identified and segmented from the

patients. The same region of interest was used for different Ki

images generated in different protocols for consistency. The aver-
age diameter of the segmented lesions was 13.8 mm. The Ki val-
ues inside the region of interest measured by the gold standard
and the protocols with the reduced scanning time are plotted in
Figure 7. An example of the fitted time–activity curve is included
in Supplemental Figure 4. The mean difference between protocol
2 and protocol 1 was 2.8% 6 2.1%. The mean difference between
protocol 3 and protocol 1 was 1% 6 2.2%. This result suggests
that with a total scanning time of 10 min, the new protocols were
able to maintain quantitative accuracy for the lesions despite the
much-reduced scanning time.

FIGURE 3. Estimated Ki image of patient with prostate cancer. Arrows show regions with large Ki

differences using different protocols.

FIGURE 4. (A) Difference image of Ki between protocols 2 and 1. (B) Dif-
ference image of Ki between protocols 3 and 1. (C) Difference image of Ki

estimated using IDIF and hybrid input function with protocol 2.
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DISCUSSION

The Ki difference between images (Fig. 4C) estimated using
IDIF and the hybrid input function was negligible in most cases,
suggesting that the hybrid input function can be a reliable

approach for estimating Ki images. However, with the hybrid input
function, quantitative errors can still be present because of patient
variations. The hybrid input function was also noninvasive and
does not rely on data outside the acquisition period, making it eas-
ier to be incorporated into clinical studies.
Because of the residual activity around the injection site, some

differences were present in the veins on the left leg among the dif-
ferent protocols. A large difference in Ki was observed in the kidney
region among the different protocols. The difference might be
explained by the fact that the 2-tissue-compartment irreversible
model cannot accurately model the renal excretion process, and
therefore a large difference can be expected with different protocols.
In general, Ki images show much-improved lesion contrast when
compared with SUV images, suggesting improved clinical value
with Ki imaging.
Although good quantitative accuracy was observed in the

lesions, a slight overestimation was observed in the muscle and
liver region with the nonlinear approach and protocol 3. One rea-
son could be the reduction in estimation accuracy due to combined
early-phase and late-phase information in the dynamic data. As
shown in the supplemental figures, the accuracy of estimated K1

9

and k29 in protocol 3 was also not as good as that in protocol 2.
Another reason could be the model mismatch effect. Because it
was shown that the 2-tissue-compartment irreversible model may
not be true in some tissues, as a nonzero k4 can be expected in
some normal cells (24), different estimated results can be expected
with different estimation methods or protocols.
A limitation of our approaches is that they require 2 scanning ses-

sions (protocol 2) or 2 18F-FDG administrations (protocol 3). This
requirement makes the methods less practical but reduces the

FIGURE 5. Maximum-intensity-projection PET image of Ki from protocols 1–3 and SUV image acquired at 60 min. Arrows show regions with large Ki

differences using different protocols.

FIGURE 6. Estimated Ki image using nonlinear model (protocol 1) and
linear Patlak model.
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overall time spent on the PET/CT system. Protocol 2 requires addi-
tional image registration, which was not modeled in this study. The
additional image registration may also introduce image artifacts that
were not studied here. A second CT scan or a low-dose CT scan
may also be required in the second scan for accurate image registra-
tion and attenuation correction. These challenges make protocol 2
less practical. On the other hand, the estimation method in protocol
2 provides a foundation for protocol 3 to work, as it shows that Ki

can be estimated by combining the early-phase and late-phase
dynamic data. Protocol 3 provides a much better alternative for
practical application of fast Ki imaging with dual injections, as the
data were acquired in a single scan frame without the need for regis-
tration or another CT scan. The absence of a second scan also makes
patient management much easier and—because of the much shorter
scanning time—reduces the likelihood of voluntary patient motion.
However, patient motion may still impact the method, and therefore,
motion compensation is still required for an improved quantitative
result. There are potential challenges in protocol 3 as well. One is
the assumption that the early-phase input function is the same as the
second bolus injection. Future studies are required to study the
impact of this effect. The direct addition of the images for simulat-
ing protocol 3 also doubles the effective injected dose, making the
estimated noise in protocol 3 smaller than that in protocol 2. When
the injected dose is kept the same, image noise is expected to be
higher when using protocol 3.
van Sluis et al. also showed the possibility of reducing the scan-

ning duration using the conventional Patlak model with the help
of the population-based input function (27). The advantage of
using the Patlak model is that it requires only a single injection. With
the dual-injection protocols proposed in this study, we can achieve an
even shorter scanning time and the potential for multiparametric
imaging. Both approaches could be useful in clinical situations to pro-
mote the practical use of parametric imaging protocols.

CONCLUSION

In this study, we have shown that with the modified protocols, it
is possible to dramatically reduce the required scanning time for
whole-body Ki imaging to 10 min. The estimation of Ki is possible
because of the presence of both early-phase and late-phase infor-
mation in the new protocols. The reduction in scanning time
makes it easier to incorporate Ki imaging into clinical routine.
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KEY POINTS

QUESTION: Can whole-body Ki imaging be achieved using a
much-reduced scanning time (10 min)?

PERTINENT FINDINGS: We have demonstrated with the new
protocols (dual scanning points or dual injections) that it is possi-
ble to generate whole-body Ki images with a total scanning time
of 10 min.

IMPLICATIONS FOR PATIENT CARE: A much-reduced scanning
time for Ki imaging improves the practicality for parametric imag-
ing. A wider application of parametric imaging could be helpful for
better diagnosis and treatment.
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