
Optimization of the Injected Activity in
Dynamic 3D PET: A Generalized Approach
Using Patient-Specific NECs as Demonstrated
by a Series of 15O-H2O Scans

Matthew D. Walker1, Julian C. Matthews1, Marie-Claude Asselin1, Azeem Saleem2, Clare Dickinson2,
Natalie Charnley2, Peter J. Julyan1,3, Patricia M. Price2, and Terry Jones2

1School of Cancer and Imaging Sciences, Wolfson Molecular Imaging Centre, University of Manchester, Manchester, United
Kingdom; 2Academic Radiation Oncology, University of Manchester, Christie NHS Foundation Trust, Manchester, United Kingdom;
and 3North Western Medical Physics, Christie NHS Foundation Trust, Manchester, United Kingdom

The magnitude of the injected activity (A0) has a direct impact on
the statistical quality of PET images. This study aimed to develop
a generalized method for maximizing the statistical quality of dy-
namic PET images by optimizing A0. Methods: Patient-specific
noise-equivalent counts (PS-NECs) were used as a metric of
the statistical quality of each time frame of a dynamic PET image.
Previous methodology developed to extrapolate the NEC as
a function of A0 was extended to dynamic PET, enabling the
NEC to be extrapolated as a function of both A0 and the time after
injection. This method allowed A0 to be optimized after a single
scan (at a single A0), by maximizing the NEC within the time inter-
val for which the parameter estimation is most sensitive. The
extrapolation method was validated by a series of 15O-H2O
scans of the body acquired in 3-dimensional mode. Each patient
(n 5 6) underwent between 3 and 6 scans at 1 bed position. The
injected activities were varied over a wide range (140–840 MBq).
Noise-equivalent counting rate (NECR) versus A0 curves and the
optimal injected activities were calculated from each injection.
Results: PS-NECR versus A0 curves as extrapolated from differ-
ent injected activities were consistent (coefficient of variation,
typically ,5%). The optimal injected activities for an individual,
as derived from these curves, were also consistent (maximum
coefficient of variation, 4.3%). For abdominal (n 5 4) and chest
(n 5 1) scans, we found optimal injected activities of 15O-H2O
in the range of 220–350 MBq for estimating blood perfusion (F)
and 660–1,070 MBq for estimating the volume of distribution
(VT). Higher optimal injected activities were found in the case
of a pelvic scan (n 5 1; 570 MBq for F and 1,530 MBq for VT).
Conclusion: PS-NECs are a valid and generic method for opti-
mizing the injected activity in PET, allowing scanning protocols
to be improved after the collection of an initial, single dynamic
dataset. This generic method can be used to estimate the opti-
mal injected activity, which is specific to the patient, tracer,
PET scanner, and body region being scanned.

Key Words: PET; dose optimization; blood flow measurement;
noise equivalent count rate; NEC

J Nucl Med 2009; 50:1409–1417
DOI: 10.2967/jnumed.109.062679

Significant levels of statistical noise in PET images are a
common problem, especially when examining small struc-
tures or when data are acquired over a short period. The
signal-to-noise ratio (SNR) of the PET images (SNRIMG)
can be maximized through optimization of the scanning
protocol. Optimization of the injected activity (A0) is of
particular interest, because it has a direct impact on the
image quality.

Noise-equivalent counts (NECs) are a measure of the
statistical noise present in the projection data (1). NEC versus
activity curves as measured in standard phantoms are com-
monly used to compare the performance of different PET
scanners (2). NECs can also be useful for the optimization of
the injected activity (3–6), scanner setup (7), and scanner
design (8). By considering the statistical effects of correcting
the data for unwanted random and scattered events, NECs
provide a global estimate of the statistical quality of the
remaining counts. The noise-equivalent counting rate
(NECR) is the NEC per unit time and is given by:

NECR 5 T ·
T

T 1 S 1 kR
; Eq. 1

where T, S, and R are the average rates of true, scattered,
and random coincidences, respectively, as acquired during
the given time frame and evaluated within the boundaries of
the object in projection space (1). k is assigned the value of
1 for a noiseless randoms correction and 2 for randoms
correction via the direct subtraction of delayed coincidences.
The formulation of the NEC is such that the SNR of the
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non-scattered true counts is the square root of the NEC
collected. In the absence of scatter and randoms, the NEC
is equal to the total true coincidences.

NEC methodology can be applied to patient data to
optimize scanning protocols. The relative contributions of
true, random, and scattered coincidences change with activ-
ity in a manner that is dependant on many factors: the
distribution of activity within the subject, the region of the
body being scanned, the amount and distribution of body
mass, and the design and technical performance of the PET
scanner. However, if the relationship between the NECR and
A0 can be estimated for a given group of subjects, one has the
opportunity to optimize A0 or the scan duration.

For filtered backprojection (FBP) image reconstruction,
the maximization of NEC is expected to maximize SNRIMG

for most regions within the body (9). On this basis, Watson
et al. (3,10) developed a method to optimize A0 that is
applicable to clinical 18F-FDG. At the heart of this meth-
odology is the ability to extrapolate an NECR-A0 curve that
is specific to an individual patient, using data acquired from
that patient at a single injected activity. The validity of this
method for an individual patient could not be fully
assessed, because each subject in the study was scanned
only once at a single injected activity.

This study meets 3 main aims. First, the patient-specific
NECR (PS-NECR) method of Watson et al. (3,10) was
extended to incorporate optimization of A0 for dynamic
PET. This allowed PS-NECR-versus-time curves to be
extrapolated for many possible injected activities. Second,
the validity of the new method was qualified in a patient
study, in which 6 cancer patients were each given between
3 and 6 injections of 15O-H2O at injected activities that
varied in magnitude but were similar in all other regards.
Such a validation is rarely performed because it requires
multiple scans of the same subject over a range of injected
activities, which is not practical with 18F- or 11C-labeled
compounds. Finally, we estimated the injected activities
that were optimal for measurements of perfusion (F) and
the volume of distribution of water in tissue (VT), as
derived from dynamic 15O-H2O scans of the body using a
lutetium oxyorthosilicate (LSO)–based 3-dimensional (3D)
PET/CT camera. A preliminary report of this work has
been presented previously (11).

MATERIALS AND METHODS

Scanner Hardware
All scans were obtained on a Biograph-6 HiRez scanner (Sie-

mens Molecular Imaging Inc.) (12). This is a whole-body, 3D PET/
CT scanner with LSO crystals, fast (Pico 3D) electronics, and a short
coincidence timing window (4.5 ns). Images were generated using
the standard manufacturer’s software. This includes simulation-
based scatter correction and CT-derived attenuation correction.
Randoms correction was performed via the direct subtraction of
delayed coincidences. After Fourier rebinning of the 3D dataset,
image reconstruction was performed for each image plane by a
direct inverse Fourier transform of the rebinned projection data

(similar to FBP). Although iterative reconstruction (ordered-subset
expectation maximization [OSEM]) was also available for this
scanner, it was not used in this study because of its additional
uncertainties in absolute quantification (13,14).

Measurement of Scanner Live-Time Functions
All PET scanners are subject to appreciable counting losses when

operating at high counting rates. This occurs as a result of detector
and electronic dead-time; coincidences that would otherwise be
recorded are lost. The live-time fraction characterizes this loss and
can be defined as the fraction of counts that are recorded, compared
with those recorded at a low counting rate. Live-time fractions are
thus close to 1 at low counting rates and are less than 1 at high
counting rates. The live-time fraction for a particular detector is
often approximated by a function of the singles counting rate of the
detector. This facilitates a correction for dead-time effects, preserv-
ing quantitation. To enable the extrapolation of patient counting
rates (as in the study by Watson et al. (3)), a common live time is
assumed for all detectors. We assumed that this live time, when
calculated from the total singles counting rate, was independent of
the object being scanned. Scanner live-time functions can then be
measured in a phantom study and applied to patient data. In this
study, singles were defined as detected photons that meet the energy
discrimination (425–650 keV).

Whole scanner live-time functions for the Biograph were
measured experimentally using the National Electrical Manufac-
turers Association NU 2 counting-rate phantom (2). This 20-cm-
diameter, 70-cm-long solid polyethylene phantom was centered in
the 16-cm axial field of view (FOV) of the scanner. The phantom
has a small (6.4-mm diameter) hole along its axial extent, at a
radial offset of 4.5 cm. A plastic tube was threaded through the
phantom, into which a solution of 11C was injected. After a CT
scan, PET list-mode data were acquired for 300 min (about 15
half-lives) and rebinned into 60 frames of 5 min. The initial
activity was 943 MBq, of which approximately 20% was within
the coincidence FOV. The decaying data were used to estimate the
scanner live-time functions. As in the study by Watson et al. (3),
the global counting rates for singles (s), non-scattered trues (T),
and randoms (R), as collected in the absence of detector dead
time, are related to the activity (a) in the object by:

sðaÞ5 ðcsa 1 sintÞ
TðaÞ5 cTa

RðaÞ5 cRða 1 aintÞ2: Eq. 2

cs, cT, and cR are object-specific constants. sint represents the
contribution of singles arising from the 176Lu background (15), for
which aint is the equivalent radioactivity required to produce this
counting rate (aint 5 sint/cs). In reality, each of these counting rates
is reduced by a live-time factor. Incorporating these factors into
Equation 2 we find:

sðaÞ5 ðcsa 1 sintÞ · fs½sðaÞ�
TðaÞ5 cTa · fT½sðaÞ�
RðaÞ5 cRða 1 aintÞ2 · fR½sðaÞ�; Eq. 3

where fs, fT, and fR are the live-time functions for the singles,
trues, and randoms counting rates, respectively, formulated as
functions of s.
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In the phantom experiment, the object-specific constants and
sint were calculated from linear fits to the low-counting-rate data
(s , 1.3 Mcps, a , 9 MBq, 17 frames), where Equation 2 is used
(which assumes live-time fractions of 1). Equation 3 was then
rearranged and used to calculate the live-time fractions for each
frame, that is, over the entire range of counting rates:

fs½sðaÞ�5 sðaÞ=ðcsa 1 sintÞ
fT½sðaÞ�5 TðaÞ=ðcTÞ
fR½sðaÞ�5 RðaÞ=½cRða 1 aintÞ2� Eq. 4

The 3 live-time functions were estimated as functions of the
singles counting rate by fitting second- or third-order polynomials
to these data. Scattered coincidences (S) can be incorporated into
Equations 2–4 by assuming a counting rate–independent scatter
fraction, allowing T(a) to be replaced by (T 1 S)(a). We chose this
approach, modeling the scattered and non-scattered true coinci-
dences jointly.

Extrapolation of PS-NECR-A0 Curves
Following the method of Watson et al. (3), the global counting

rates for singles, randoms, and trues (including scatter) are
extrapolated as a function of the injected activity for the specific
individual, using measurements of these counting rates as obtained
at a single activity. The method uses the phantom-derived live-
time functions for trues, randoms, and singles counting rates.

From the measurements at a single A0, the object-specific
constants (cT, cR, and cs) are determined (for each time frame) by
rearrangement of Equation 3. Now including scattered coinci-
dences, this yields:

Cs 5
ðsðaÞ = fs½sðaÞ�Þ 2 sint

a

CT 5
ðT 1 SÞðaÞ
a · fT½sðaÞ�

CR 5
RðaÞ

ða 1 aintÞ
2 · fR½sðaÞ�

Eq. 5

We assume no excretion of radioactivity from the subject, calcu-
lating a as a 5 A0e-lt, where t is the time since injection and l is
the decay constant of the radioisotope. Equation 3 can also be
solved to find a, (T1S), and R as functions of the singles rate,

aðsÞ5 1

cs

s

fsðsÞ
2 sint

� �

ðT 1 SÞðsÞ5 cT

cs

s

fsðsÞ
2 sint

� �
fTðsÞ

RðsÞ5 cR

c2
s

s

fsðsÞ

� �2

fRðsÞ: Eq. 6

These functions can be sampled at frequent intervals over a
wide range of singles counting rates. Because a(s) is a monotonic
function over the activities of interest, the extrapolated coinci-
dence counting rates can be easily plotted against a or against A0

by including a decay correction. The scatter fraction (sf), defined
as S/(T 1 S), is obtained from the scatter correction software of
the scanner. The extrapolated counting rates, together with the
scatter fraction, allows for the calculation of the NECR using
Equation 1, with k assigned the value of 2 in this instance.

An estimate of the NECR is thus obtained over a wide range of
injected activities, as extrapolated from measurements at a single
activity. We term this an NECR-A0 curve for the specified time
frame.

All coincidence rates (and the resulting scatter fraction) used to
extrapolate the NECR-A0 curves are evaluated only over the
portion of the sinogram containing the object. This is determined
from the attenuation correction sinogram, using a threshold of 1.1.
All the required data are reported by the scatter correction soft-
ware (16). Because a randoms sinogram is not normally available
on this system, the randoms sinogram is assumed to be uniform
and calculated from the total randoms counting rate. This as-
sumption has been shown to be valid in the case of clinical
18F-FDG (3).

Generation of NECR Time Curves
The NECR is dependent on both the distribution and the

magnitude of radioactivity within an emitting object. After a bolus
injection of 15O-H2O into a patient, significant changes in both the
distribution and the magnitude of radioactivity occur with time. The
latter is due to the radioactive decay of 15O (half-life, 2 min) during
the course of the scan (6 min). The patient’s NECR thus depends on
both A0 and the time since injection. The dynamic PET scan cannot
then be described by a point on a single NECR-A0 curve but is
instead described by a time series of points on a time series of
NECR-A0 curves. This time series is obtained by dividing the
acquired patient data into short time frames and performing an
NECR-A0 extrapolation on each frame individually. When com-
bined, these NECR-A0 curves form an NECR–A0–time surface.
Linear interpolation of this surface allows the NECR to be estimated
as a function of time for any A0, providing that the singles rate
remains within the range of the measured live-time functions. We
term this an NECR time curve for the specified A0.

Validation of Methods with Patient Data
The counting rate extrapolation method was validated in a

dose-ranging study, in which 6 cancer patients were each given a
series of controlled injections of 15O-labeled water. We assume
that the time course of the radioactivity distribution is the same for
each injection but scaled in magnitude by A0. Requirements for
this are minimal patient movement, no significant change in the
patient state (e.g., heart rate), and a consistent method of tracer
administration. The intravenous injections were controlled using
an automated system (Radiowater Generator; Hidex Oy), in which
each bolus (2.5 mL) of 15O-H2O is given reproducibly over a
period of 15 s. These injections were immediately followed by a
12.5-mL saline flush given over 75 s. The activities administered,
the patient sizes, and the scan positions are shown in Table 1. The
average time between injections was 13 min (minimum, 10 min),
with PET list-mode data being acquired for 6 min after each
injection. All injections to subject 1 were given at the back of the
wrist. All other injections were given at the antecubital fossa (at
the elbow), with the exception of 1 injection to subject 2, which
has been discarded from this report. Ethics approval was granted
by the United Kingdom’s National Health Service.

For each subject, the list-mode data from each injection were
rebinned into 28 frames of increasing durations (14 · 5 s, 5 · 10 s,
3 · 20 s, and 6 · 30 s), starting from the time of the increase in
detected counts above background. These initial counts corre-
spond to activity in the injection line, with activity arriving in the
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body approximately 15 s later. Zero-time was thus defined as 15 s
after the initial increase in scanner counting rate. A second frame
definition of constant frame durations throughout the whole scan
(all 12 s) was investigated for subjects 1–4.

An NECR-A0 curve was generated from each injection and
from each time frame. At each time frame, the 3–6 injections
yielded different NECR-A0 curves. These 3–6 NECR-A0 curves
provide the means for validating the NECR extrapolations. To
quantitatively assess the consistency of the extrapolations at each
time frame, the NECR-A0 curves were sampled at 10-MBq
intervals between 40 and 750 MBq (71 sampled activities). The
coefficient of variation (CoV [%], 100 · SD/mean) between
extrapolations was calculated at each of these activities. The
mean of these 71 CoVs was then calculated, providing a measure
of the spread of the extrapolated NECR-A0 curves for the given
subject and time frame.

Estimation of the Optimal Injected Activities
The optimal A0’s required for estimation of F and VT were

calculated by finding the A0’s that led to 95% maximization of the
NECR as integrated over 2 distinct time intervals: 10–70 s to find
the optimal A0 for estimating F and 160–310 s for VT. These data
are directly extracted from the NECR–A0–time surface. We chose
the value at 95% of the maximum NEC because of the plateau-like
nature of the NECR-A0 curve; a small reduction from the peak
NEC allows a large reduction in A0. The time-integrated NECR

optimization method is approximate in that it does not fully
consider the sensitivity of parameter estimates to each time frame.
Instead, the method assumes that the parameter estimates have
equal sensitivity for all time frames within the chosen interval
(and zero sensitivity to time frames outside that interval). The time
intervals chosen for F and VT were derived from visual examina-
tion of simulated time–activity curves using a bolus-type input
function, by estimating the region of the time–activity curve that
was most sensitive to a given change in F or VT, respectively.

Estimation of F and VT

For each subject, tumor regions of interest (ROIs) were de-
lineated on CT images and then used to generate time–activity
curves from the dynamic PET data. ROI sizes ranged from 1.5
to 45 mL (mean, 13 mL). Estimates of F and VT were then
obtained via nonlinear least-squares minimization, using a stan-
dard 1-tissue-compartmental model (17). For subject 1, an image-
derived input function was extracted from the aorta. For subjects
3–6, an externally measured arterial input function was avail-
able, for which delay and dispersion were included in the kinetic
model.

RESULTS

Measurements of Scanner Live-Time Functions

The object-independent live times as measured in the
phantom study are shown in Figure 1. The singles live time
is representative of count losses at the detectors. The trues
and randoms live times are similar and fall at a greater rate
than the singles. These coincidence live times represent the
count losses at the detector, multiplexing losses within the
coincidence electronics, and the application of the coinci-
dence condition (9).

Extrapolated PS-NECR-A0 Curves

Examples of NECR-A0 curves extrapolated from the 5
injections to subject 3 are shown in Figure 2. Just 2 sets of
NECR-A0 curves are shown, as generated from 2 different

TABLE 1. Subject Details and Injected Activities

Subject

no.

Weight

(kg)

BMI

(kg m22)

Scan

position A0 (MBq)

1 75 26 Chest 547

558

288
140

2 61 25 Pelvis 517

625

740
306

561

3 54 23 Abdomen 142

426
302

304

526

4 53 19 Abdomen 256
545

523

270
376

157

5 59 24 Abdomen 552

504
267

237

382

172
6 57 22 Abdomen 508

839

800

BMI 5 body mass index.

FIGURE 1. Live-time functions measured for Biograph-6
HiRez PET/CT scanner. cps 5 counts per second.
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time frames; 1 set is from a frame during the tracer delivery
phase (27 s, important for estimates of F), and the other
frame is from the tracer washout period (255 s, important
for estimates of VT). Within each frame, the variations
between the 5 curves are small, with a similar CoV across
the range of extrapolated activities. Between the 2 frames
there are differences in both the maximum NECR and the
value of A0 at which this maximum occurs. The curves
originating from the earlier time frame in Figure 2 are more
variable than those from the late time frame, as quantified
in Figure 3, which shows the calculated mean CoV between
the extrapolated curves as a function of the time frame from
which the extrapolations pertain. These mean CoVs are
calculated from 3–6 injections and as such are of low
precision. The initial time frames, which cover the injection
and soon after, have a larger CoV than do the later time
frames. Once the tracer has cleared from the veins in the
arm, the extrapolated curves are found to be in close agree-
ment, with a CoV of less than 5% for most time frames (for
subjects 2–6). All injections to subject 1 were given at the
back of the wrist. The NECR extrapolations, estimated
scatter fractions, and time–activity curves had greater
variability between injections for this subject than for the
5 subjects injected at the antecubital fossa (data not shown).

We found that the scatter correction scaling fails in the
case of frames with few counts (,5.5 · 105 net trues). This
problem occurred regularly near the end of the scan in the
case of short (12-s) frames (present in 6/21 scans) but was
not observed in the case of variable-length framing (30 s at
end of scan). With the exception of these final frames, the 2

frame sequences yielded similar counting rate data and
scatter fractions.

Extrapolated PS-NECR Time Curves

Examples of NECR time curves, extracted from the
NECR–A0–time surface generated for subject 4, are shown
in Figure 4. Before 25 s, a large fraction of the activity is in
the subject’s arm, within the FOV. This produces a high
NECR that falls as the tracer leaves the arm, before rising
again when the tracer reaches the abdomen. For this
subject, one sees that an A0 greater than 400 MBq will
produce little or no change in the NECR during the tracer
uptake period (important for estimates of F) but that it
could improve the NECR at late time frames, during tracer
washout (important for estimates of VT).

Estimates of Optimal Injected Activities

For each subject, the average NECR for the first time
interval (10–70 s, F) is shown as a function of A0 in Figure
5A. The equivalent data for the second interval (160–310 s,
VT) is shown in Figure 5B. The presented curves are the
mean of the 3–6 curves, which originate from each injec-
tion. In Figure 6, these data are used to compare the relative
changes in the SNR (given by

ffiffiffiffiffiffiffiffiffiffi
NEC
p

) with A0, for which
each time interval has been separately normalized to unity
at the maximum SNR and for which the 4 subjects scanned
at the abdomen have been averaged. The optimal A0’s
calculated from these data, that is, those that led to 95%
NEC maximization, are shown in Table 2. For each subject,
an optimal A0 was calculated from each injection and for
each time interval (F and VT). Table 2 summarizes the
mean and SD between injections for these optimal A0’s. For
abdominal (n 5 4) and chest (n 5 1) scans, we found
optimal A0’s of 15O-H2O in the range of 220–350 MBq for

FIGURE 2. For 2 time frames, 5 extrapolated NECR-A0

curves for subject 3 (with k 5 2). The 2 sets of curves differ
because of the combination of radioactive decay and
change in distribution of activity within patient. Data points
at 302 and 304 MBq are overlapping. cps 5 counts per
second.

FIGURE 3. Mean CoV (%) between several extrapolated
NECR-A0 curves that were generated for each patient and
for each time frame. CoV was averaged between 40 and 750
MBq.
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estimating F and 660–1,070 MBq for estimating the VT.
Higher optimal A0’s were found in the case of a pelvic scan
(n 5 1; 570 MBq for F and 1,530 MBq for VT). The
maximum CoV of an optimal A0 calculated from the 3–6
NECR curves for a specific subject was 4.3% (subject 1, F).
The mean CoVs for an individual’s optimal A0’s were 2.6%
and 2.0% for the F and VT intervals, respectively. The
optimal A0’s for a specific subject, as derived from each
injection, are thus in excellent agreement. Much larger
deviations are seen to occur between different subjects.

Estimates of F and VT

The estimates of F and VT are shown in Figure 7. The
estimates for each tumor are separately normalized to unity to
show any correlation between the parameter estimates and
A0. Data from subject 2 were discarded because of difficul-
ties in extracting an image-derived input function from the
external iliac arteries. The data from the low-activity injec-
tion (140 MBq) given to subject 1 were also discarded

because the results of the kinetic fit were unstable. No
significant correlation in the values of F or VT with A0 was
observed with Pearson correlation coefficients equaling
20.18 and 20.27. The mean estimates of F for the tumors
analyzed here ranged from 0.34 to 0.96 mL min21 cm23,
with a mean across tumors of 0.62 mL min21 cm23. The
same statistics for VT were 0.53–1.01 and 0.84 mL cm23,
respectively.

DISCUSSION

We have shown how PS-NECR methods can be used to
optimize the injected activity in dynamic PET. The data
have also verified the accuracy of NECR extrapolations in
the case of static imaging, in which the radiotracer is
distributed throughout the subject’s body. This verification
comes from the good agreement between the extrapolations
for all late time frames (Fig. 3). The optimal A0’s for
estimates of VT are 2.7–3.5 times greater than those for F.
This is largely explained by the radioactive decay factor
(2.9) between the 2 time intervals.

The variability between injections of the estimated op-
timal A0’s (for a specific patient) was substantially less than
the variability between subjects. Although this may cause
difficulty in defining a single optimal A0 for a group of
subjects based solely on their scan position and body size,
examination of Figure 5 would suggest that one may inject
a higher than optimal A0 without a substantial NEC penalty;
conversely, if one injects a lower than optimal A0 there may
be a large reduction in the average NEC. When estimating
the optimal A0 for a prospective subject, it would thus be
prudent to use an A0 that is toward the top end of the
measured optimal A0’s for the given subject size and
scanning position. The penalty for such an approach is that
some patients would receive a small increase in the effec-
tive dose of radiation without any increase (sometimes a
decrease) in the total NEC. For example, an additional 200
MBq of 15O-H2O will result in an increase of approximately
0.2 mSv (18). Similarly, if one is interested in estimating
both F and VT simultaneously, it would be reasonable to
inject an activity that is greater than the optimal A0 for
estimating F alone. Figure 6 allows the quantitative assess-
ment of this compromise. Because the scanner used here

FIGURE 4. NECR time curves (k 5 2) generated for subject
4, showing extrapolated NECR curves for different injected
activities. The 2 intervals over which NECR was integrated
are also shown (10–70 s and 160–310 s).

FIGURE 5. Average NECR-A0 curves
for each subject, as found by integrating
NECR time curve over given time inter-
val and dividing by duration of interval.
(A) Results for interval 1 (F). (B) Equiv-
alent results for interval 2 (VT). Mea-
sured values from each injection are
shown as data points. Means of 3–6
extrapolated curves for each subject are
shown as lines. abdom 5 abdomen;
sub 5 subject.
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maintains its ability to detect and record coincidences
beyond the counting rate at which the peak NEC occurs,
the compromise is acceptable. The point of intersection
between the 2 curves (F and VT intervals) occurs within 6%
of the maximum SNR in all cases.

It is worth reconsidering here the real aim of the
optimization: to give more reproducible parameter esti-
mates. Two questions arise: does NEC maximization imply
maximization of the SNRIMG for the tumor, and does this
maximization improve the reproducibility of the parameter
estimates? The first question has been addressed by
Watson, among others (9,19), who has shown that for
FBP reconstruction, maximization of NEC increases the
local SNR for almost all regions within an image. An
exception to this rule was found in the large and high-
activity region of the bladder (in an 18F-FDG scan),
although global (95% maximum SNR) optimization of
the injected activity still resulted in SNR optimization
(.80%) for that region (9). The second question is more
dependent on the methods used to estimate the parameters
of interest, in particular the size of the ROI that is used to
generate a time–activity curve. Increasing SNRIMG will

improve the precision of parameter estimates in the case in
which statistical noise in the time–activity curve is a
limiting factor. In our experience, this is certainly the case
for small ROIs (e.g., 2 mL) or in a voxelwise analysis.

Optimization methods based on the NEC do not consider
the accuracy of images but simply their statistical noise.
Because the injection of high activities can lead to errors in
dead-time correction, care is required when determining
A0. The requirement of accurate quantification in the early
time frames (e.g., if using an image-derived input function)
may limit A0, preventing maximization of the NECR for
the later time frames. Such problems were not apparent in
our data, however. Figure 7 shows no significant correlation
between the parameter estimates and the injected activity.

Optimization of A0 in the case of OSEM image recon-
struction should also be considered. The presented method
is valid if maximization of the NEC also maximizes
SNRIMG for the ROI, that is, the tumor. For OSEM this
may not be true, because unlike FBP, the regional noise in
an OSEM image is strongly correlated to the activity in that
region (20). The optimal A0 is then dependent on the tumor
uptake. However, in the absence of a better (tumor uptake–
dependent) scheme for determining the optimal A0, max-
imization of the NEC is a reasonable approach for OSEM
reconstructions. Future work is required to fully investigate
the optimal A0 for OSEM reconstructions.

A possible limitation of the methodology is the use of a
simple model for detector dead time. The model uses a
single dead-time factor to describe dead time around the
entire detector ring. This approximation may lead to errors
during the initial time frames, for which most of the tracer
is in the injection line and in the patient’s arm. This highly
asymmetric activity distribution, combined with the uncer-
tainties in scatter correction for this distribution, may be the
cause of inaccurate global counting-rate extrapolations for
the initial frames. Another possible cause for the disagree-
ment between extrapolations in the first few time frames is
the variability in tracer delivery between injections. Al-
though the rate of injection is well controlled, there is the
possibility of physiologic changes between scans that could
affect the blood flow (the total scanning time often ex-
ceeded 1 h). With the exception of the initial time frames,
the counting-rate model is found to provide accurate pre-
dictions of the NECR as a function of the injected activity
throughout the dynamic scan.

For moderate-sized subjects undergoing abdominal scans
on this scanner, a standard A0 of 340 MBq of 15O-H2O is
expected to produce a near-maximal NECR during the time
frames that are most sensitive to changes in F. If estimating
both F and VT from the same scan, an A0 of 600 MBq
would be reasonable in terms of NEC maximization.
However, this is somewhat dependent on the aims of the
investigator and the significance that is placed in each of
these parameter estimates. Initial data at other bed positions
indicate that the optimal A0 for chest scans is similar to
that found for abdominal scans but that pelvic scans are

FIGURE 6. Relative SNR for 2 time intervals (F and VT) and
for 3 body areas scanned in this study. The 4 subjects
scanned at abdomen were averaged for clarity. For each
body region, curve that peaks first represents time interval
1 (F). Each time interval was separately normalized such that
peak SNR is unity. sub 5 subject.

TABLE 2. Estimated A0 for 95% NEC Maximization

Optimal A0 (MBq [mean 6 SD])

Subject no. Interval 1 (F) Interval 2 (VT)

1 346 6 15 1,050 6 10

2 568 6 20 1,526 6 43
3 216 6 3 661 6 12

4 268 6 8 918 6 22

5 283 6 4 985 6 11

6 339 6 6 1,068 6 27
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optimized at an increased A0 because of a lesser delivery
and uptake of activity within the FOV.

Although multiple scans were acquired in this validation
study, our data show that the optimal A0 can be estimated
from a single scan for future subjects. For any patient
undergoing repeated scans at the same position, it is
possible to use the first scan to calculate a PS optimal A0

for the subsequent scans.
An extension to this optimization strategy would be to

fully consider the biologic parameter–estimation process
within the optimization rather than maximize the NEC over
a representative time interval. However, the relative sim-
plicity of the current method is one of its advantages, with
the suggested extension beyond the scope of this work.

Although NEC optimization is a valid route for optimi-
zation of A0, it may be less useful for optimizing other
aspects of scanning protocols, such as the site of injection.
Changes in A0 do not affect the spatiotemporal distribution
of the radiotracer and produce little or no change in the
pattern of image variance. However, changes in the site of
injection (for instance) may have a large effect on the
spatiotemporal distribution of the radiotracer, which can
lead to a change in SNRIMG for a given NEC and time
frame (11).

CONCLUSION

PS-NECR extrapolation methods are valid when tested in
human subjects and in dynamic PET. These extrapolations
have been used to provide an estimate of the optimal
injected activity in the case of 15O-H2O PET scans of the
body, acquired in 3D mode.

The results of this work can guide future refinement and
optimization of scanning methods and protocols for 15O-
H2O scans on modern whole-body LSO-based PET cam-
eras. The generic method of optimizing the injected activity
may also be applied to other scanners and radiotracers.
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