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1Department of Nuclear Medicine; University Hospital of Muenster, Muenster, Germany; 2Department of Instrumentation and
Analytical Science, University of Manchester, Manchester, United Kingdom; and 3Max Planck Institute for Neurological Research;
Cologne, Germany

The 32-module quadHIDAC is a commercial, high-resolution
animal PET scanner, based on gas multiwire proportional cham-
bers. Methods: Several scanner parameters that characterize
the performance of the system were evaluated in this study,
such as spatial resolution, absolute sensitivity, scatter, and
count rate performance. The spatial resolution has been deter-
mined with filtered back-projected images of a point source. A
line source, a mouse phantom, and a rat phantom have been
used to characterize the count rate performance. The scatter
fraction and photon absorption have been measured with a
mouse scatter phantom. The absolute sensitivity has been de-
termined using a line source with aluminum shields of different
thickness. Results: Spatial resolution (full width at half maxi-
mum) offers values of 1.08, 1.08, and 1.04 mm in the radial,
tangential, and axial directions, respectively. The maximum
count rate is 370 kcps for a line source of 19 MBq activity.
Registration of scattered coincidences is caused primarily by
photons scattering in the large coincidence detectors. For a
mouse-sized object, only 5% of the measured coincidences
scatter inside the animal, whereas 32% of the coincidences
scatter inside the detectors. Photon attenuation within a mouse
phantom was 22%. After scatter corrections, the absolute sen-
sitivity of the system is 15.2 cps/kBq for a point source and 13.7
cps/kBq for a 7.8-cm-long line source. The peak noise equiva-
lent count rates are 67 kcps@209 kBq/mL for the mouse phan-
tom and 52 kcps@96 kBq/mL for the rat phantom. Finally, a
comparison has been made with the microPET R4, a commer-
cial scintillation crystal–based PET camera. Conclusion: The
results confirm that the quadHIDAC PET scanner, with its large
cylindric field of view (165-mm diameter, 280-mm axial length),
is particularly suitable for imaging small animals such as mice or
rats.
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PET is a 3-dimensional imaging technique that has un-
dergone tremendous development during recent years. Non-
invasive tracing of molecular pathways in time and space is
the key capability of PET, whereby it has become an im-
portant tool in the diagnosis of human diseases as well as in
biomedical research (1).

Small animals such as mice or rats are widely used
because of their genetic resemblance to humans, and such
models are able to mimic human subjects for both healthy
and diseased states (2). Applying PET to small animals
offers a powerful, noninvasive tool for studying molecular
processes in vivo (3). Several PET scanners dedicated to
animal work have been developed so far with different
technical characteristics (4).

The 32-module quadHIDAC is a commercially available
animal PET scanner that is produced by Oxford Positron
Systems (5). One of these systems was installed in the
University Hospital of Muenster, Department of Nuclear
Medicine, in November 2002. The photodetection technique
of the quadHIDAC is based on a densely packed array of
gas detectors coupled to lead converters, which provide both
high 3-dimensional spatial resolution as well as a sufficient
level of sensitivity. The scanner has a wide port of 165 mm
in diameter and 280 mm in length, offering easy access for
various types of animals.

Several performance parameters of the quadHIDAC were
evaluated in this study, and a comparison was made with the
microPET R4 (Concorde Microsystems; a crystal-based,
commercially available animal PET scanner) (6). The key
aim in this work was to characterize the quadHIDAC’s
capability for imaging small animals, with a particular em-
phasis on mice.

MATERIALS AND METHODS

System Description
The quadHIDAC PET scanner uses multiwire proportional

chambers (MWPCs) to detect photons originating from positron
annihilation. The principle of a MWPC is similar to a Geiger–
Mueller counter, in which gas is ionized by an incoming particle or
photon. In the quadHIDAC design, however, the ionization is
caused by the interaction of photons with lead and the escaping
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electron is amplified by avalanching, which occurs in the presence
of a high electric field. The basic camera design, described by
Jeavons et al. (7), will be briefly outlined.

Each detector module consists of 3 layers: a converter, a
MWPC, and then a further converter (Fig. 1A). Each converter,
which converts incoming photons into electrons, contains inter-
leaved lead and insulating sheets, mechanically drilled with a
dense matrix of small holes (Fig. 1B). An incoming photon inter-
acts with the lead and causes ionization. An electron that escapes
into one of the holes in the converter ionizes the gas, which creates
free, thermal electrons. Those electrons are focused to the center of
the hole and accelerated toward the MWPC due to a strong electric
field applied by a resistor chain to the lead layers. Further ava-
lanching occurs on arrival at the anode wires of the MWPC, where
electrons are captured (Fig. 1A). The 2-dimensional (2D) position
is located by copper cathode tracks that lie across the surface of
each of the 2 converter sections (one converter with tracks in the
x-direction and one with tracks in the y-direction).

The avalanching in the holes together with the focusing effect of
the electric field allows a precise 2D localization of the incident
photon. A comparison of the cathode track pulse heights (produced
from each of the 2 converter sections) allows the original photon
interaction point to be localized to 1 of the 2 converters. Eight
separate chambers, which are stacked together, provide an excel-
lent depth of interaction information, which maintains the spatial
resolution across the field of view (FOV) of the scanner. In fact,
very high spatial resolution is the prominent characteristic of the
HIgh Density Avalanche Chamber (HIDAC).

Each of the converters has a fine matrix of 0.4-mm diameter
holes that have been drilled at a pitch of 0.5 mm. The modules are
supplied with argon gas, which is bubbled through a liquid
quencher and enriched with diisopropyl ether (an organic hydro-
carbon with a high molecular weight: 102) to prevent sparking
between the converters and the anode wire plane. Eight modules
are stacked together to form one detector bank. The transverse
length of a module is increased in accordance with its distance
from the center of the FOV, to minimize losses in system sensi-
tivity for particular photon emission trajectories. Four of these
detector banks (i.e., 32 modules in total) are attached to a ring
gantry that rotates around the FOV. This design results in approx-
imately 15 million single gas detectors being used to cover an
active imaging volume of 165 mm in diameter and 280 mm in
axial length. All modules are clocked independently with an event
dead time of 160 ns.

Data readout is performed at 320 MB/s with a 128-bit bus. The
readout interfaces to a dual-processor Pentium personal computer
(2 � 1.6 GHz Intel Xeon), which also controls the high voltage for

the detector modules. The data acquisition of the detected coinci-
dences is performed “on-the-fly” (event-by- event list-mode data),
which offers flexible postprocessing of the data and efficient disk
space usage for high spatial sampling. The 4 detector banks rotate
back and forth, taking 6 s to cover 180°. The angular position is
stored in the list-mode file with a precision of 0.07°. The quad-
HIDAC has no electronic energy discrimination of the incoming
photons, although the photon detection efficiency falls off with
decreasing photon energy (8)—thus, offering higher detection
probability to the 511-keV annihilation photons compared with
lower energy scattered photons. This lack of energy discrimination
is only a minor problem in small animals such as mice or rats,
where little scatter arises from inside the animal. For larger spe-
cies, such as primates, scatter from inside as well as from outside
the FOV will certainly degrade the image quality. A direct mea-
surement of random coincidences is not implemented in the cam-
era design. However, the random coincidence rates are estimated
from single count rates and stored in the list-mode data stream. The
measurement of transmission scan data for attenuation correction
is not implemented.

Image reconstruction can be performed with a standard filtered
backprojection (FBP) algorithm as well as with a list-mode expec-
tation maximization (EM) algorithm, such as the one-pass list-
mode EM (OPL-EM) method (9). The quadHIDAC scanner typ-
ically acquires 100–200 million high-precision list-mode events.
OPL-EM provides a practical way of reconstructing these coinci-
dence events into a very large image array covering a large FOV.
The OPL-EM algorithm, which is based on the standard projection
data–based maximum-likelihood expectation maximization (ML-
EM) algorithm (10), progresses through subsets of the list-mode
data, carrying out an image update for each subset. Importantly,
the technique includes a model of the point response function of
the measurement process, which compensates for resolution-im-
pairing effects such as positron range and finite detector resolution.
The reconstruction FOV was restricted to a central subvolume to
speed-up reconstruction and to minimize the resulting matrix size.
There are 2 key parameters: the number of subsets (which defines
the number of coincidence lines used for each image update) and
the full width at half maximum (FWHM) of the resolution-mod-
eling kernel.

The air-cooled gantry has a size of 960 mm (width), 710 mm
(length), and 990 mm (height) with the gantry port of 165-mm
diameter. Part of the electronics is housed in a trolley underneath
the gantry within a volume of 1,020 � 730 � 930 mm. The trolley
is mounted on 4 wheels to allow easy movement. For standard
operation, the quadHIDAC needs no special equipment apart from
continuous support of argon gas and diisopropyl ether. A standard

FIGURE 1. (A) Construction of a detector
module in 3 layers: 2 converters connected
by a MWPC. An incoming photon is con-
verted into an electron that is amplified and
accelerated toward the anode wires. (B)
Each converter contains interleaved lead
and insulation sheets, mechanically drilled
with a dense matrix of small holes. A pho-
ton interacts with the lead, resulting in an
electron that avalanches in a strong elec-
trical field and accelerates toward the
MWPC.
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bed, which is made of ultralight carbon, is delivered with the
camera and can be mounted and unmounted by hand. For exact
axial positioning of the bed, a special bed holder with electronic
position measurement was constructed by our group, which, in
addition, allows easier animal preparation.

Camera Performance
Since there is no overall accepted evaluation standard for ani-

mal PET scanners, the performance characteristics were evaluated
in accordance with the National Electrical Manufacturers Associ-
ation (NEMA) NU 2–2001 standards for human PET scanners
(11). The aim was to simulate the real measurement situation in the
best possible way. Due to a failure in one of the 32 modules
(module 7 of detector bank 4), all measurements were performed
by switching this module off. Therefore, measurements such as
sensitivity or absolute count rates are slightly underestimated by
2.9%.

Spatial Resolution. For measurement of the intrinsic spatial
resolution, a molecular sieve (0.5-nm pore size, �2-mm diameter)
was soaked with a 18F solution and split into small pieces of
�0.2-mm diameter (12). One such point source (�300 kBq 18F),
which was not surrounded by a positron annihilator, was mounted
on a plastic spike with plasticine, positioned at the center of the
gantry and a list-mode acquisition was performed for 30 min.
Tomographic images were reconstructed (0.2-mm voxel size) us-
ing the OPL-EM algorithm without resolution recovery (using 50
subsets) and FBP using a ramp filter and the Nyquist cutoff
frequency. Data were not corrected for randoms, dead time, atten-
uation, or scatter. The FWHM and full width at tenth maximum
(FWTM) in the radial, tangential, and axial directions were calcu-
lated by fitting a gaussian function to the reconstructed data and
calculating the profile FWHM and FWTM.

Sensitivity. In accordance with the NEMA NU 2–2001 standards
(11), a line source, filled with 18F water solution, was placed along
the central axis of the scanner. Water solution of known radioac-
tivity (18F), which had been measured in a calibrated counter, was
used to fill the tube. Therefore, the radioactivity in a syringe was
measured before and after filling of a small glass capillary. Five
aluminum sleeves with different diameters and wall thicknesses
were attached to create different shielding thicknesses of 1.4, 2.7,
4.1, 5.5, and 6.9 mm around the source. A 5-min scan was
performed for each shielding thickness. Six experiments were
performed with line sources of different length (0.2, 3, 7.8, 15, 20,
and 25 cm) to account for the long axial FOV of the quadHIDAC.
List-mode data were binned into a set of 2D projections (size,
300 � 160 mm), 15 for each of 64 azimuthal angles (15 polar
angles). The “binning ratio” was defined as the ratio of the number
of total counts in the projections compared with the number of
total counts recorded in the list-mode file. The 64 angles were
summed to provide a sufficient count number for the analysis. A
set of 15 line profiles was obtained by summing the data of the
central 280 mm. For each profile, the position x of the maximum
value was determined, and 2 edge points were defined on the
profile line at positions (x � 4 mm) and (x � 4 mm) (13).
Background counts were calculated by interpolating a line between
the 2 edge points and summing all counts below the interpolated
line together with the counts under the tails of the profile outside
the peak. The counts in the peak, taken as the counts above the
interpolated line, were summed and divided by the binning ratio to
estimate the true coincidences. The total random counts, which are
calculated from single events and stored in the list-mode file, were

multiplied by the binning ratio and subtracted from the background
counts to estimate the scattered coincidences. The number of trues
was then plotted as a function of aluminum thickness. The true
counts of the unshielded source were calculated by fitting the data
to an exponential function using nonlinear regression and then
extrapolating the function to the point corresponding to zero
shielding (14). The sensitivity of the scanner was calculated as the
fraction of extrapolated trues compared with the known radioac-
tivity in the corresponding central section.

Count Rate Performance. The count rate performance was mea-
sured with 3 different phantoms: (a) an 8-cm-long line source; (b)
a 43-mm-diameter, 76-mm-long, water-filled phantom of volume
110 mL (the mouse phantom); and (c) a 60-mm-diameter, 100-
mm-long, water-filled phantom of volume 270 mL (the rat phan-
tom). The 8-cm glass capillary, filled with 25 MBq of a 18F
solution, was positioned along the axis of the scanner and centered
in the FOV. A list-mode acquisition was performed for 6 half-lives
of 18F—that is, �12 h. Each 10-min section of the list-mode data
was binned into a set of 2D projections of size 128 � 64 (for 32
azimuthal angles and 15 polar angles). True, random, and scattered
coincidences were estimated as described for the sensitivity cal-
culation. The counts stored in each 2D projection for all azimuthal
and polar angles were summed to obtain the overall number of
coincident events.

The mouse phantom was filled with 30 MBq of a 18F solution
and centered in the FOV. Analogous to the line source measure-
ment, a list-mode acquisition was performed for 12 h and list-mode
data were binned into 2D projections of size 260 � 170 (for 32
azimuthal angles and 15 polar angles). As before, the “binning
ratio” was defined as the ratio of the number of total counts in the
projections compared with the number of total counts recorded in
the list-mode file. The 32 angles were summed to provide a
sufficient count number for the analysis. A set of 15 line profiles
was obtained by summing the data of the central slices according
to the size of the mouse phantom (76 mm). For each profile,
background counts were defined by fitting a squared cosine func-
tion to the tails of the activity profile excluding the central area of
known object size. The recorded random counts from the list-mode
file were subtracted from the background counts to estimate the
scattered coincidences. True coincidences were calculated by sub-
tracting background counts from total counts. Measurements of the
rat phantom started with an activity of 30 MBq of 18F solution. The
data analysis was analogous to that done for the mouse phantom,
using the known diameter of the phantom (60 mm) as the scatter
boundary.

Noise Equivalent Counts (NECs). The NEC rate function is
defined by Strother et al. (15):

NECRStrother �
T 2

T � Sphant � 2kR
, Eq. 1

where T and R are the true and random count rates (online random
subtraction), Sphant is the scatter count rate integrated within the
object boundary, and k is the projection fraction. For the quad-
HIDAC scanner, which normally scans relatively small objects
compared with the large scanner FOV, this equation needs to be
modified. Since we calculate the scatter coincidences as the counts
within the real object, this is independent of the axial FOV length.
The parameter k is a correction factor to account for the fact that
a phantom is not occupying the whole FOV. For a standard
PET scanner, the axial length of the phantom usually exceeds the
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scanner’s axial extent; therefore, k is simply the ratio of the phantom
diameter to the FOV diameter. In the situation of the quadHIDAC,
the object of interest is usually much smaller than the FOV. Thus,
the extent of the phantom must be accounted for:

k �
Aphant

Ascanner
, Eq. 2

where Aphant and Ascanner are the 2D projected areas of the phantom
and the scanner FOV, respectively. The resulting formula for NEC
rate calculation is given by:

NECR �
T 2

T � Sphant � � Aphant

Ascanner
� � 2R

. Eq. 3

Although the quadHIDAC does not subtract randoms online, the
factor 2k is kept for better comparison with other animal PET
scanners. Since k is much smaller than 1 (0.07 for the mouse
phantom, 0.13 for the rat phantom), only little differences in NEC
rate could be observed between calculation with k and 2k. NEC
rates were calculated for both the mouse phantom and the rat
phantom.

Scatter and Attenuation. Due to the large surface and dense
material of the detectors, a high scatter fraction is expected. To
evaluate the effect of scatter and absorption in a mouse-sized
object, a polyethylene phantom (density, 0.95 g/cm3; 30-mm di-
ameter, 150-mm long) was used, in which a line source can be
inserted at a 7-mm distance from the center. A 7.8-cm-long line
source was filled with an activity of 9 MBq (18F solution) and 2
list-mode scans (5 min each) were performed with and without

applying the scatter phantom (termed “line phantom” and “mouse
scatter phantom” in the further analysis). The numbers of true,
random, and scattered coincidences were calculated from binned
projections as described in the Sensitivity section and normalized
to positron decay obtained. The coincidences were divided by the
scan length to yield a rate and divided by the computed rate of
positron decay. The line source experiment is assumed to produce
only scatter in the detectors. By comparing the results with those
of the mouse scatter phantom, the percentage of attenuated and
scattered coincidences inside a mouse-sized object can be calcu-
lated.

Phantom and Animal Studies
A high-resolution phantom was used to assess the resolution

capability of the scanner. The phantom consists of a 5-mm-thick
polyethylene disk with a diameter of 29 mm, which is divided into
4 sections, each containing holes of different diameters (Fig. 2).
The hole diameters are (center-to- center spacing given in paren-
theses) 0.5 mm (1 mm), 1 mm (2 mm), 1.5 mm (3 mm), and 2 mm
(4 mm). The holes were filled with a 18F solution and the phantom
was placed in the center of the FOV. An acquisition was performed
for 4 h. Data were reconstructed with FBP and with the OPL-EM
algorithm, and reconstructed image profiles were obtained in the
tangential and axial directions.

In addition to the high-resolution phantom, a small Swiss mouse
(22 g) was injected with 10 MBq of 18F-FDG and a 15-min acquisi-
tion was performed 1 h after injection. Images were reconstructed
using the OPL-EM algorithm. No attenuation or scatter correction
were applied to the data. Similarly, a second mouse (27 g) was

FIGURE 2. Reconstruction results of a 18F-filled high-resolution phantom, constructed from a plastic cylinder, in which holes of
different sizes (0.5, 1, 1.5, and 2 mm) were drilled (C). Holes are clearly visible in FBP (A) and OPL-EM (B) reconstructed images
down to a size of 1 mm with sharp signals in the profile lines (D and F, horizontal and vertical profiles FBP; E and G, horizontal and
vertical profiles OPL-EM).
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injected with 18F (12 MBq) and a 15-min list-mode acquisition was
performed 1 h after injection. Data were reconstructed as described.

All animals were anesthetized for both the injection and the
PET scan acquisitions, which were performed in accordance with
the German Laws for Animal Protection.

Comparison of QuadHIDAC and microPET R4
The microPET R4 is a commercial animal PET scanner dedi-

cated to rodent imaging (6). Recently, a new commercially avail-
able microPET camera has been developed (microPET Focus;
Concorde Microsystems) with improved performance characteris-
tics. However, this new camera development is not been included
in the comparison, since a published journal article about the
performance of the microPET focus was not available at the time
of the manuscript preparation. Three figures of merit were used to
compare the quadHIDAC with the microPET R4: spatial resolu-
tion, absolute sensitivity, and maximum NEC. Due to the entirely
different design of each system (particularly the case for the
detectors), comparison is not possible with regard to some perfor-
mance measures (e.g., energy resolution). For the measurement of
NECs, the same phantoms (the mouse phantom and rat phantom)
were used to ensure comparability of results. The absolute sensi-
tivity of the quadHIDAC is given for both a point source and a
7.8-cm-long line source (analogous to the axial 7.8-cm extent of
the microPET). The performance measures of the microPET R4
were published by Knoess et al. (6).

RESULTS

Spatial Resolution
The radial, transversal, and axial resolutions for a point

source at the center of the FOV are summarized in Table 1.
With FBP, radial, tangential, and axial FWHM values are
1.078, 1.081, and 1.038 mm, respectively. Similar spatial
resolution values can be achieved with the OPL-EM algo-
rithm, with values of 1.096 mm (radial), 1.082 mm (tangen-
tial), and 1.000 mm (radial). The FWHM spatial resolution
together with the FWTM values are displayed in Table 1.

Sensitivity
Absolute sensitivity values have been calculated for line

sources of different lengths. The scatter-corrected absolute
sensitivity for a 0.2-mm point source is 15.2 cps/kBq. Ex-
tending the length of the line source, the absolute sensitivity
decreases slowly to values of 14.8 cps/kBq (3 cm), 13.7
cps/kBq (7.8 cm), 12.3 cps/kBq (15 cm), 11.2 cps/kBq (20
cm), and 9.6 cps/kBq (25 cm), respectively. Figure 3 dis-

plays the absolute sensitivity of the quadHIDAC as a func-
tion of the line source length.

Count Rate Performance
Figure 4 shows 3 measurements of the count rate perfor-

mance of the quadHIDAC, using a line source, the mouse
phantom, and the rat phantom. The total coincidence curve
saturates at about 370–380 kcps for each of the acquisitions.
For a line source, the saturation point is reached at 19 MBq
(18F). This rises to 23 MBq and 26 MBq for the mouse
phantom and the rat phantom, respectively. The randoms
rate at higher activities increases in accordance with the
object size—being lower for the line source and greater for
the rat phantom. The randoms rate matches the trues rate at
an activity of 14 MBq for the mouse phantom and at 11
MBq for the rat phantom. The scattered coincidences are
proportional to the “totals-randoms” curve with an average
scatter fraction of 32% for the line source, 39% for the
mouse phantom, and 46% for the rat phantom.

The NEC rate curves of the mouse phantom and rat
phantom, as displayed in Figure 5, seem to follow a qua-
dratic curve with respect to the activity inside the FOV;
however, points spread, especially at higher count rates, due
to statistical variances of the background-fitting method.
The measured maxima are 67 kcps@23 MBq (67 kcps@209
kBq/mL) for the mouse phantom and 52 kcps@26 MBq (52
kcps@96 kBq/mL) for the rat phantom.

Scatter and Attenuation
Table 2 summarizes the analysis of scatter and attenua-

tion in a mouse-sized object. “Total” is the coincidences rate
in the projection divided by the calculated positron decay
rate. “Trues” is the normalized coincidences rate of the
signal peak—thus, the trues rate. A value of 0.0149 was
calculated for the line source and 0.0115 was calculated for
the mouse scatter phantom. “Scatter” comprises the scat-
tered coincidence rate (without the randoms). The scatter

TABLE 1
Spatial Resolution (in mm) of quadHIDAC

Spatial resolution
at center of FOV

FBP OPL-EM*

FWHM FWTM FWHM FHTM

Radial 1.078 2.411 1.096 2.450
Tangential 1.081 2.416 1.082 2.418
Axial 1.038 2.322 1.000 2.237

*Without resolution recovery.

FIGURE 3. Absolute sensitivity of quadHIDAC for different
line source lengths. Measurements were performed using
method of Bailey et al. (14).
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fraction, which is the scatter divided by the total, is en-
hanced from 32% to 37% by adding scattering material to
the line source, which indicates that 5% of the coincidences
scatter inside the mouse. By comparing the numbers of
signal counts from the mouse scatter phantom with those
from the line source, a fraction of 22% can be calculated,
which is the coincidences absorbed inside the mouse.

Phantom and Animal Studies
The reconstructed images of a high-resolution phantom

are displayed in Figure 2. The holes are clearly visible down
to a diameter of 1 mm. Only the smallest holes (0.5 mm) are
beyond the resolution capability of the quadHIDAC at this
level of acquisition statistics. It has been shown before that
the spatial resolution is uniform within the entire axial and
transaxial FOV (7). This is also demonstrated in Figure 2,
where no resolution degradation is observed toward the
edge of the phantom. The OPL-EM images (Fig. 2B) show
higher contrast compared with FBP reconstructed images
(Fig. 2A), which is reflected in sharper signal profiles with
lower background levels.

Figures 6A and 6B show coronal images of a mouse,
where the data were acquired 1 h after injection of 10 MBq
of 18F-FDG. Figure 6A is a maximum-intensity-projection
image that demonstrates the capability of the scanner to
detect even the smallest structures such as the heart or the
kidneys of a small mouse. Figure 6B is one coronal slice
through the center of the heart, which again shows the high
spatial resolution, allowing the heart to be viewed in detail.
Even the right ventricle of the heart (which has a submilli-
meter wall thickness) is clearly visible. The image of a
second mouse, injected with 12 MBq of 18F, is shown in
Figure 6C. Again, very small bone and rib structures are
visible.

Comparison of quadHIDAC and microPET R4
Table 3 gives a comparison of the quadHIDAC and the

microPET R4. As anticipated, the spatial resolution of the
quadHIDAC is its major strength. A volumetric spatial
resolution of 1.2 �L within the whole FOV can be achieved
with FBP reconstruction. The microPET R4 has its highest
spatial resolution in the center of the FOV (5.1 �L) using a
350- to 650-keV energy window (these energy levels were
used for all comparisons). However, resolution degrades
with increasing radial distance from the center of the FOV,
which is due to the lack of depth of interaction information.
At a radial position of 10 mm, a value of 15.6 �L has been

FIGURE 5. NEC rates for mouse phantom and rat phantom.

FIGURE 4. Count rate performance measured with line
source (A), mouse phantom (B), and rat phantom (C). Denoted
by � is the rate of the total number of detected coincidences.
Subtracting randoms (denoted by E), estimated from the single
rate yields the set of stars (*). True unscattered coincidence rate
(denoted by �) was obtained by subtracting scattered events
(‚).
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measured. The absolute sensitivities of both scanners are
comparable. The scatter-corrected sensitivity for a 7.8-cm
line source (the axial FOV length of the microPET R4) is
13.7 cps/kBq for the quadHIDAC compared with 12.2 cps/
kBq for the microPET R4 using a 350- to 650-keV energy
window. The maximum NEC rate (mouse phantom) of the
microPET R4 is 168 kcps@824 kBq/mL, whereas the
quadHIDAC has a maximum at 67 kcps@209 kBq/mL (Fig.
5). For the rat phantom, the maximum values are 52
kcps@96 kBq/mL (quadHIDAC; Fig. 5) and 89 kcps@298
kBq/mL (microPET R4).

DISCUSSION

The aim of this work was to evaluate the performance
parameters of the 32-module quadHIDAC PET scanner, an
improved version of a previously assessed 16-module
quadHIDAC (7). In doubling the number of detector mod-
ules from 16 to 32, a higher absolute sensitivity of 15.2

cps/kBq for a point source is obtained, compared with 8.9
cps/kBq (point source) for the 16-module quadHIDAC (7).
The sensitivity enhancement is related to 2 opposite effects.
First, the sensitivity is a function of the squares of detection
efficiency, which has an inverse exponential dependence on
lead thickness, which is directly related to the number of
modules. Second, the outer modules do not cover the same
acceptance angle in the axial direction and, therefore, the
sensitivity, which is linear to the acceptance angle, is re-
duced. For longer objects, the absolute sensitivity is degrad-
ing slowly down to a value of 9.6 cps/kBq for a 25-cm-long
object. This is a major advantage of the camera design over
crystal-based cameras, since larger animals can be scanned
at once without moving the bed. The significant improve-
ment in sensitivity compared with the 16-module version
will of course be of benefit in the investigation of metabolic
processes in small animals.

Dead time has not been incorporated in the present work.
An approach based on the estimation from single events, as
described (16), was found to underestimate the real contri-
bution, especially at higher count rates. A proper dead-time
estimation method must be developed in further investiga-
tions.

The calculation of true and scattered coincidences pre-
sented in this article depends primarily on the choice of the
background distribution model. Several different empiric
approaches for the background distribution within the ob-
ject—for example, a flat function, a gaussian function, a

TABLE 2
Count Rate Measurements of Line Source and Mouse Phantom Experiment Normalized

to Computed Coincidence Decay Rate

Parameter Total Trues Scatter Scatter fraction (%) Attenuation fraction (%)

Line source 0.0238 0.0149 0.0076 32 —
Mouse scatter phantom 0.0203 0.0115 0.0075 37 22

FIGURE 6. (A and B) Images (OPL-EM) of 22-g mouse, ac-
quired in 15 min, 1 h after injection of 18F-FDG show maximum
intensity projection (A) and a single central slice (B). (C) Maxi-
mum intensity projection of 27-g mouse, 1 h after injection of 18F
fluoride.

TABLE 3
Comparison of quadHIDAC and microPET R4

Parameter quadHIDAC microPET R4

Volumetric spatial
resolution (�L)

Center of FOV 1.2 5.1
Sensitivity (cps/kBq)

Line source 13.7* 12.2†

Point source 15.2 24.5†

Maximum NEC rate
Mouse phantom 67 kcps@209

kBq/mL
168 kcps@824

kBq/mL†

Rat phantom 52 kcps@96
kBq/mL

89 kcps@298
kBq/mL†

*Calculated for 7.8-cm line source.
†Energy threshold, 350–650 keV.
Data for comparison are from (6).
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cosine, and a squared cosine function—were investigated
for different object sizes. It was found that a squared cosine
function followed most likely the anticipated background
distribution in the mouse phantom and rat phantom,
whereas all other approaches seemed to underestimate the
true contribution. The exact distribution of the scatter back-
ground which comprises both the scatter distribution inside
the detectors as well as scatter in the objects is still un-
known. This has to be investigated in further studies which
will involve simulations of the detector physics.

Spatial resolution is consistently good, with average val-
ues (FWHM) of 1.07 mm. These high levels of resolution
arise from the high packing fraction of the holes within the
converters and the depth of interaction information. The
spatial resolution of the quadHIDAC is almost uniform
within the entire FOV (16), which allows the investigation
of larger animals in a single experiment without degradation
of the spatial resolution toward the edges of the FOV.
Slightly higher resolution values were obtained in the axial
direction compared with the transaxial direction. This may
have to do with an inaccuracy of the center of rotation
during the camera turn. The same effect has been reported
by Missimer et al., with values of 1.10 mm in the axial
direction (at the center of the FOV) and 1.18 in the trans-
axial direction (16). Further comparisons of resolution mea-
surements obtained without rotating the camera are needed
to prove this hypothesis. The high-resolution phantom dem-
onstrated that the spatial resolution does not degrade toward
the edges of the phantom, which is in contrast to similar
measurements with the microPET R4 scanner (6).

Image reconstruction with the quadHIDAC is a time-
consuming process when using submillimeter pixels and
large reconstructed data arrays. For instance, the OPL-EM
reconstruction of a 25-g mouse (reconstructed size, 110 �
60 mm; 0.4-mm pixels) takes about 2 h for a standard
18F-FDG acquisition (10 MBq injected, 15-min acquisition,
1 h after injection). This needs to be investigated and faster
algorithms must be developed to speed up the postacquisi-
tion processing. Using a high-end computer system,
OPL-EM offers a reasonably fast approach to reconstruc-
tion, which also avoids losses in resolution that can arise
from binning the data into sinograms. Attenuation, random,
dead-time, and scatter corrections are not yet applied to the
data within the reconstruction process. The low scatter
fraction in a mouse is a minor problem and is not noticeable
in any image degradation (Fig. 6) but certainly becomes
more important for larger species, where scatter within the
animal contributes more significantly to regions of interest
within the reconstructed image. From a quantitative point of
view, of course, these corrections still need to be performed.
The OPL-EM algorithm has been adapted recently to inte-
grate corrections for scatter and absorption (17). However,
the absence of hardware energy discrimination and attenu-
ation measurements inhibit a simple solution to the prob-
lem. A simulation and modeling of the complex detector
physics is needed to develop new reconstruction algorithms.

With MWPCs electrical breakdowns can occur, which
are compensated for by switching off the high voltage for a
short time (about 60 s). This, in turn, leads to a gap in data
acquisition. An electrical breakdown may occur randomly
and without warning within an experiment. A correction for
count losses has to be incorporated into the reconstruction
process, and the scanner hardware has to ensure that such
count losses are negligible. One module (module 7 of de-
tector 4) had to be switched off during the measurements
because of a technical failure. The effect on the total amount
of detected coincidences is a count rate reduction of 2.9%.
This has been quantified with a point source by measuring
the total coincidence rate while switching off all modules
successively. The contribution of each module to the num-
ber of coincidences is (module numbers from module posi-
tion outside to inside) as follows: module 8, 2.6%; module
7, 2.9%; module 6, 3.4%; module 5, 3.7%; module 4, 4.1%;
module 3, 3.7%; module 2, 3.3%; and module 1, 1.3%.

In comparison to the microPET R4, the quadHIDAC is
competitive in terms of sensitivity and spatial resolution.
The absolute sensitivity of the central 7.8-cm FOV (13.7
cps/kBq) is virtually the same as that for the microPET R4
(12.2 cps/kBq). However, the strength of the quadHIDAC is
its ability to scan an animal in a single acquisition without
moving the bed. The high fraction of scatter that originates in
the detectors is a main limitation of the quadHIDAC. This is
reflected in significantly lower NEC rates in the “mouse phan-
tom” compared with the microPET R4 (67 kcps@209 kBq/mL
vs. 168 kcps@824 kBq/mL). For larger animals (“rat phan-
tom”) the NEC peak values are similar between quadHIDAC
and microPET (52 kcps@96 kBq/mL vs. 89 kcps@298 kBq/
mL). However, the activity concentrations at the NEC peak
values are much lower compared with the microPET R4.
Tracers with high specific radioactivity are essential to use the
full capacity of the quadHIDAC. Overall, the quadHIDAC is
very stable and reliable. Within 1 y, 800 single scans have been
performed in our laboratory.

CONCLUSION

The quadHIDAC is a dedicated animal PET scanner with
very high spatial resolution, uniform within a large FOV
(280-mm axial length, 165-mm diameter). The high spatial
and temporal resolution together with a good absolute sen-
sitivity make the scanner a powerful tool for researchers in
biomedical science and the pharmaceutical industry.
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