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Dual-isotope imaging can allow simultaneous assessment of brain
perfusion using a **mTc-labeled tracer and neurotransmission us-
ing an '?3l-labeled tracer. However, the images are affected by
scatter, cross talk, attenuation, distance-dependent collimator re-
sponse (DCR), and partial-volume effect. We determined the ac-
curacy and precision of activity quantitation in simulated normal
and pathologic studies of simultaneous '231/°°™Tc brain SPECT
when compensating for all degrading phenomena. Methods:
Monte Carlo simulations were performed using the Zubal brain
phantom. Contamination caused by high-energy 2% decay pho-
tons was incorporated. Twenty-four 9mTc and 23| activity distribu-
tions were simulated on the basis of normal and pathologic patient
activity distributions. Cross talk and scatter were corrected using a
new method based on a multilayer perceptron artificial neural
network (ANN), as well as by the asymmetric window (AW) ap-
proach; for comparison, unscattered (U) photons of 9™Tc and 123
were recorded. Nonuniform attenuation and DCR were modeled in
an iterative ordered-subset expectation maximization (OSEM) al-
gorithm. Mean percentage biases and SDs over the 12 normal and
12 pathologic simulated studies were computed for each structure
with respect to the known activity distributions. Results: For 123,
AW + OSEM yielded a bias of 7% in the cerebellum, 21% in the
frontal cortex, and 36% in the corpus callosum in the simulated
normal population. The bias was increased significantly in the
striata of simulated pathologic studies (P < 0.05). The bias asso-
ciated with ANN was significantly lower (<9% in these brain struc-
tures, P < 0.05). For 99mTc with AW + OSEM, the bias was 60% in
the corpus callosum, 36% in the striata, and 18%—-22% in the
cortical lobes in the simulated normal population. This bias was
<11% in all brain structures with ANN. In the simulated pathologic
population, the bias associated with AW increased significantly in
the cortical lobes to 55% (P < 0.05), although it did not change
significantly with ANN. Conclusion: The accuracy and variability
over simulated normal and pathologic studies of both **"Tc and
123 activity estimates were very close with ANN to those obtained
with U + OSEM. ANN + OSEM is a promising approach for
absolute activity quantitation in simultaneous %°mTc/'23| SPECT.
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Dual—isotope imaging3/°°"Tc) has potential clinical
applications in the simultaneous assessment of neurotrans-
mission and brain perfusiod?d tracers allow imaging of
both presynaptic (e.g., Rcarbomethoxy-B-(4-iodophe-
nyl)tropane 1)) and postsynaptic (e.g., iodobenzamide
[IBZM] (2)) phases of dopaminergic transmission and have
potential clinical use in various movement disorders includ-
ing Parkinson’s disease, Huntington’s disease, progressive
supranuclear palsy, multiple-system atrophy, and Wilson’s
disease ), whereas®Tc tracers (e.g., hexamethylpropyl-
eneamine oxime [HMPAO] or ethylcysteinate dimer) allow
the assessment of brain perfusion. Furthermore, simulta-
neous acquisition of?3 and °"Tc studies reduces the
acquisition time while allowing perfect registration of per-
fusion and neurotransmission studies. Despite these advan-
tages, this technique has not been routinely implemented in
the clinic. Because the emission energie®6Tc (140 keV)

and 12§ (159 keV) are close, not only are scatteréd
photons detected in tH8™Tc window, but, equally impor-
tant, primary photons of each radionuclide are detected in
the wrong window (cross talk)4}. Furthermore, like all
SPECT images, dual-isotope images are affected by atten-
uation and both distance-dependent and intrinsic compo-
nents of collimator and detector response. Previous physical
phantom studies of dual-isoto#&™Tc/*2¥ imaging, with
cross-talk correction by simple energy windowing tech-
niques, yielded conflicting results: Ivanovic et &) (e-
ported major limitations, whereas Devous et &7) ob-
tained accurate quantitation.

Artificial neural networks (ANNs) were used previously
to correct for scatter irf"Tc SPECT studies8(9). In
previous work, we proposed two original approaches to
correct for cross talk and scatter based on constrained factor
analysis and ANNs1(0); we found the latter more promis-
ing. The aim of this study was to assess the quantitation
accuracy and precision that could be achieved in normal and
pathologic dual brain studies when correcting for scatter and
cross talk using ANN, for attenuation and variable collima-
tor response using an iterative ordered-subset expectation
maximization (OSEM) algorithm, and for the residual par-
tial-volume effect (PVE) using three-dimensional recovery
coefficients. Results were compared with those of a spectral
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activity ratios in many brain structures are listed in Table 1. The
ratios in all structures of normal 2 were half those of normal 1,
whereas those of normal 3 were twice those of normal 1. The
pathologic population consisted of three groups, each comprising
four patients. Patients in the first group had normal cortical per-
fusion distributions and reduced striatall activity (25% or 50%

123 uptake reduction in the caudate nucleus and putamen, and
normal'23 uptake in other brain structures) to mimic patients with
Parkinson’s disease (e.g., patient 4 in Table 1). The second group
consisted of four patients with norm&® neurotransmission dis
tributions but with a 50% reduction dP"Tc uptake in either
temporal and frontal or temporal and parietal lobes to mimic
Alzheimer’s disease (e.g., patient 5 in Table 1). The third group
consisted of four patients with pathologic perfusion and neuro-

) - transmission scans (e.g., patient 6 in Table 1), as in diffuse Lewy
FIGURE 1. Reference simulated %mTc (A) and 23| (B) activity body dementiais).

distributions in representative slice of normal patient.

Monte Carlo SimulationsNe enhanced the SimSet Monte Carlo
code (6) to incorporate coherent scatter in the phantom. A lookup

asymmetric window (AW) approact6) and with the pri- table of attenuation coefficients, at 1-keV increments over the range

mary or unscattered (U) photon distributions in Monte Carl%o_GOO keV, was established for each structure; structures were

. . Z 123 . . . assumed to be homogeneous within their boundaries?*Tfie and
S.ImUIatlonS of 24.1 dual-isotopTTc/=] studies of a digi . 123 distributions were simulated separately, with 986 million decays
tized human brain. In all cases, the accuracy and PreCISIBN eachosmre distribution and 768 million decays for eaéH

of aCt'V'_tY est_lm:'?ltes_ Were_ determlned with re_spect to tI'H'r‘stribution. Variance reduction techniques, namely, stratification and
true activity distributions simulated in each brain structurgy .o detection 17), yielded approximately 350 million and 240
million detected photons, respectively, for ed@frc and?3 simu-
MATERIALS AND METHODS lated distribution. Scattered photons were followed for up to nine
Monte Carlo Simulations of Dual 1231/2°"T¢c Studies scattering events. When tracking photons through an E.CAM low-
Human Brain PhantomA digitized human brain phantoni]) €neray. high-resolution (LEHR) collimator (Siemens, Knoxville, TN),
was used to model normal and pathologic activity distributions &Ny the geometric component of the collimator response was mod-
9T and!2. Activity distributions in 60 brain structures, including €/€d, assuming a 15-cm radius of rotation. For each study, 128
the cerebellum, caudate nucleus, putamen, corpus callosum, HRifections, each 12& 64 pixels, were generated over 360°. The
pocampus, and cortical lobes (frontal, prefrontal, temporal, parietéitrinsic energy resolution was modeled by a gaussian distribution
and occipital), were modeled on the basis of activities reported With an energy-dependent full width at half maximum (FWHM). The
normal patients with®"Tc-HMPAO (12) and 23-IBZM (13) Monte Carlo events were sorted by energy, position, and nature
or in nonhuman primates with23-Altropane (F23]IACFT,2B- (primary or scattered); twenty-six 4-keV-wide energy windows rang-
carbomethoxy - B- (4-fluoraphenyl)-n-(1-iodoprop-1-en-3-yl)nor- ing from 79 to 183 keV were used. The voxel size was 2.4 mm in the
tropane) 14). °"Tc¢ and 123 reference activity distributions are X, y, andz directions.
shown in Figure 1 in a representative slice of one of the simulatedModeling 123 High-Energy Contamination.Low-abundance
normal patients. Monte Carlo simulations were used to generate(243.5%), high-energy?3 photons emitted at 346, 440, 505, and 529
dual-isotope studies that included 12 normal brain scans and K&V were simulated using a more comprehensive technique for a
scans of patients with a reduced uptake of either or both tracespheric phantom (2-cm-diameter spheric source'?df centered
The normal population consisted of four noise realizations @fithin a 15.7-cm-diameter sphere). The Monte Carlo code, previously
each of three normal distributions ¥ Tc and'23. The%™Tc/23  developed by our group, modeled all details of the photon transport

TABLE 1
99mTe to 123] Activity Ratios in Several Simulated Brain Structures for Six Simulated Dual-Isotope Studies
Corpus Frontal Parietal Occipital Caudate
Cerebellum callosum cortex cortex cortex nucleus Putamen
Study (10,550) (764) (8,671) (9,368) (5,407) (776) (738)
1. Normal 1 3.85 2.53 3.47 3.65 3.82 0.96 1.07
2. Normal 2 1.93 1.27 1.74 1.83 1.91 0.48 0.54
3. Normal 3 7.70 5.06 6.94 7.30 7.64 1.92 2.14
4. Reduced 23| 3.85 2.53 3.47 3.65 3.82 1.92 2.14
5. Reduced ®MTc 3.85 2.53 1.74 1.77 3.82 0.92 1.07
6. Reduced 23| and *mTc 3.85 2.53 1.74 1.77 3.82 0.92 2.14

Numbers in parentheses are number of voxels.
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through the collimator and detector, including Compton and coherditn algorithm as a learning tooll9). It is made of partly con-
scatter and penetration through the collimator septa, as well as bawieted artificial neurons organized in multiple layers. Each neuron
scatter from camera components behind the Nal(Tl) crys8l The has several inputs and one output. Inputs can be either external
same LEHR collimator was simulated. data or outputs of other neurons. The effect of each input is
The energy and spatial distributions of the high-energy contanegulated through a specific weight established during the learning
ination were determined by comparing spectra and projectighase. A weighted sum of the inputs is used to calculate the
datasets arising solely from the 159-keV decay photons to thosegernal state of the neuron. This activation value is then propa-
the high-energy contaminant decay photons. We ascertained fafed to the following neurons. The MP was composed of an input
throughout the energy range of interest (85-189 keV), no higfayer (26 neurons), a hidden layer (13 neurons), and an output
frequency information was visible. In fact, the contaminant PrQayer comprising 2 neurons (Fig. 2). For each pixel of each
jection images in each energy window were very well fitted tgyojection, the 26 neural network inputs were the energy values
slowly decreasing, linear functions of the distance from the centgfpressed as fractions of the total counts detected in all 26 energy
of the “brain” sphere, extending all the way to the edge of thgannels. The two output neurons provided the ratio of estimated
camera’s field of view. On the other hand, the projection IMageSimary to total photons fo?*"Tc and?24 in the pixel. Al pixels

from the appropriately collimated 159-keV photons cIearIYn all projections were then processed sequentially by the neural
showed a sharp boundary between the small, hlgh-concentratmwork

sphere and the surrounding low-concentration sphere. These ObANN i_earning PhaseThe ANN was trained using low-noise
servations gave us confidence that the high-energy contaminat'g?

Rulated projections of a phantom consisting of an elliptic cylin-

could be well described by a simple parametric model, and th ér of water surrounded by a thin layer of bone, with several

differences between contamination generated by the spheric pha eres, cylinders, and parallelepipeds embedded inside. The tech-

tom and that from the realistic brain phantom would be minor. WSJ) . T L -
netium-to-iodine activity ratios of these structures ranged from

adopted the following hybrid algorithm for estimating and addir]900'0 to 0:100 20). Several representative technetium and iodine

the high-energy contribution to projection datasets simulated for ) .
the anatomically correct brain phantom: spectra, along with the true expected values of the primary-to-total

photon ratio of each radionuclide, were submitted to the network.

e Compute the total?3 counts obtained in each projectionHigh-energy contamination was incorporated into the Monte Carlo
dataset (from the brain phantom simulation) within the ersimulation of the learning phantom as described above for the
ergy range of 150.5-174.5 keV. brain studies.

e For each 4-keV-wide energy window in the interval of 84.5— The learning set was divided into two groups: a training set
188.5 keV, multiply the total counts from the first step by amvas used for adjustment of the weights, and a validation set was
appropriate scale factor derived from the two-sphere simulatioised for testing global convergence. In our study, the number of
results to estimate the total number of high-energy contamina®amples in the training set exceeded by more than 40 times the
counts expected in the projection image at this energy. number of weights, thereby excluding any overfitting problems.

e Parameterize the spatial distribution of the contaminapll 50,000 pixels in the projections of the learning phantom
counts in each energy window using a linearly decreasingere used for training, except for 1,280 pixels (20 pixgl$4
function of distance from the center of the brain in theyrojections) in a region of interest at the center of each projec-
projection: contamination(x,yy= a — (b X r), where r= tjon that were used for validation. Data were presented to the
sqrt(®¥ + y?). The shape parameters a and b, obtained ftwork in 3,000 cycles to minimize both root-mean-squared
fitting results of the two-sphere simulation, were, in turgrror and likelihood criteria.
parameterized as slowly varying polynomial functions of ANN Sensitivity Analysish sensitivity analysis Z1) was per-
energy. Each resulting image was then scaled to yield th§imed to assess the importance of each of the 26 spectral window
total number of contaminant counts expected from the secomcbuts in yielding accurate estimates of the t&9&Tc and 123
step and added to the brain projection image simulated SO'%Mtivity distributions. The estimation errors 89" Tc and 123
from the 159-keV decay photons. distributions in the learning phantom were calculated while clamp-

Finally, Poisson noise at levels corresponding to 1 min 6@9 one of the _26 inputs. Each input was individuall)_/ clamped by

replacing all pixels in the corresponding energy window by the
mean pixel value over all projections in the dataset to determine an
intermediate constant value of the clamped input. The importance

Cross-Talk and Scatter Correction of a specific input was gauged by measuring the effect of clamping
We compensated for cross talk and scatter using the AW afitht input on the output error. This analysis yielded 26 series, of 64

ANN approaches. For the AW metho6){ windowed projections projections each, of™c and23 activity estimates, each corre

were generated using a 15% wide symmetric window*8¥c  sponding to the clamping of one input 4Ce = 1...26, p=

and a 10% asymmetric window fé%sl Stal’ting at the center of the 1.. 64) Next, the mean percentage error (MPE) over each pro-

photopeak. We compensated for high-enefy scatter by sub jection p, for a given energy window input e, was calculated over

tracting a uniform image of intensity equal to the mean measurggh N,, nonzero pixels of the projection.gwith respect to the true
number of counts in the background from the estimated braiiiimate oo Tc or 123 activity distributions obtained when no

projections. The projections corresponding to prim#yrc and energy channel was clamped.QT(1).
123 activity distributions (assuming perfect cross-talk and scatter

corrections) were also generated. 100 =
ANN ArchitectureThe ANN devised for cross-talk and scatter MPE,, = N >
correction is a multilayer perceptron (MP) using a back-propaga- P

acquisition time per projection was added to both ¥&c pro-
jections and'?3 projections in each energy window.

Cep(i) - Tep(i)‘
Tepli)

Eq. 1

i=1
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Output = Estimated Tc-99m or FIGURE 2. Architecture of ANN de-
1-123 photons / total counts .
signed for cross-talk and scatter correc-
tion.
Attenuation and Distance-Dependent Collimator caudate nucleus and putamen becdd3euptake in the striata is
Response Corrections five to seven times that of the surrounding brain tissue. To com-

Projections of°"Tc and!?3, corrected for cross talk and scatterpensate for the PVE, the reference striatal volume containing a
were reconstructed using the maximum likelihood expectatiamiform number of counts per pixel (100) was convolved with a
maximization (EM) algorithm and an accelerated maximizatiothree-dimensional gaussian kernel of FWHM equal to that of the
algorithm based on the use of ordered subsets (OSER)) The spatial resolution of the SPECT images after DCR correction. The
128 projections of each radionuclide distribution were groupedtio of the striatal counts in each voxel of the original image to
into four subsets of projections. Fifteen iterations were performetiiiat in the same voxel after convolution, namely, the voxel's
to reduce processing time, standard EM was applied during eaelovery coefficient, was used to correct the striatal regions for the
subiteration using a subset of projections, as opposed to using BNéE, as proposed in other studie6,27).
complete set of projections. Nonuniform attenuation was corrected .
directly in the reconstruction algorithm by modeling nonunifornPata Analysis

attenuation in the projector/backprojector. The attenuation distri- Techfn_etlum and |od|ne|ac|t|V|t)é c;oncentratlons Wltzln';\?/e it:\l:’fl
butions used in the reconstruction algorithm were the referenftl€s 0 mte_rest were calculate rom reconstructe S
simulated attenuation maps of brain tissues at 140 ke\Pfic and primary images. These concentrations were compared with the
and at 159 keV foi3 reference simulated activity distributions in each structure to as-

We compensated for the distance-dependent collimator [ess guantitation accuracy and precision with the.two cross-ta[k
sponse (DCR) by modeling the distance-dependent resolution"’ﬁﬂd scatter correction methods, as vv_ell as t_hose with a hypothetic
the projector/backprojector of the OSEM algorithm. The depeH—erfeCt cross-tglk and scatter correction (prlmary photons). Accu-
dence of the FWHM on distance (d), calculated for the simulaté@®y and_ precision were assessed _separately in the nolrzmal and
LEHR collimator (FWHM [cm]= 0.139+ 0.048 d), was in good Pathologic groups of simulated patients. Me#Tc and *24
agreement with the relation measured on an actual E.CAM gamH}%takeS were computed in the cerebellum, corpus callosum, hip-

camera (Siemens) equipped with the same collimator. Regulari?é’-campus' frontal lobe, parietal lobe, temporal lobe, occipital lobe,
tion was achieved using the kernel-sieve appro&@ iy which caudate nucleus, and putamen for each of the 24 simulated studies,

gaussian filtering = 0.14 cm) was applied to the final recon-and percentage biases with respect to the corresponding reference
structed image to reduce noise activity distributions were calculated:

After 15 OSEM iterations, spatial resolution was uniform in thgercentage bias
reconstructed images and approximately equal to the intrinsic
resolution of the gamma camera@.35 cm). The residual spatial
resolution significantly affects the measurement of activity con-= 100(
centrations in small structures, that is, the PVE. This effect is most
pronounced for hot structures surrounded by cold backgroundA nonparametric Mann—-Whitney tesf8) was performed to
(24,25). This situation describe&d activity estimation in the assess the significance of observed differences between the mean

mean activity in corrected structure Eq. 2
mean activity in primary structure ' q-

QuANTITATION IN DuaL 123/9%Tc SPECT e« El Fakhri et al. 303



Error (%)
30 - —o— projection 0°
—a— projection 30°
—a— projection 60°
25 | —— projection 90°
20
15 4
10 4
ey = =
FIGURE 3. ®mTc sensitivity analysis: s
absolute mean percentage error with re-
spect to true estimated %™ Tc activity dis- 0 ; ‘ ‘ ; —a—u
tribution in four different views when 79 99 119 139 159 179
clamping the 26 energy channels one at a Energy (keV)
time.

uptakes in brain structures measured with AW and ANN, as wethnged from 79 to 183 keV. FG¥™c activity estimation,
as with primary photons alone, in the normal or pathologic popgiamping one among the first 10 energy inputs (i.e., deleting
lations. Next, mean percentage bias and SD over the 12 normak@yia| information in the corresponding energy channel) led to

pathologic patients were computed for each structure with resp

to the corresponding reference activity distributions.

RESULTS

Sensitivity Analysis of ANN
The absolute mean percentage errors in the estirfiétéd

% error in the ANN output that varied between 4% and 6%,
depending on the view (Fig. 3). This error did not vary greatly,
however, with the energy of the clamped channel. On the other
hand, clamping an energy input within either of #i&Tc or

129 photo peaks resulted in substantial errors in estimating the
9T ¢ activity distribution. This error was close to 17% for all

and*23 activity distributions are shown for four projections infour views at 140 keV and varied from 11% to 17% at 159
Figures 3 and 4, respectively, after the clamping of individukeV. Finally, clamping the two inputs corresponding to 179
energy channels. The energy channels were 4-keV wide aartl 183 keV had no effect on the network output.

Error (%)
30 W
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FIGURE 4. 23| sensitivity analysis: ab-
solute mean percentage error with re-
spect to true estimated 23| activity distri- 0

—o— projection 0°
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bution in four different views when 59
clamping the 26 energy channels one at a

time.
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AW + OSEM ANN + OSEM Primary photons + OSEM

1-123

Te=99m FIGURE 5. OSEM reconstructed 123

and ®mTc distributions of AW, ANN, and
primary photon distributions in normal
patient with low °mTc uptake for slice
shown in Figure 1. Artifactually increased
activity is seen in different brain struc-
tures in AW + OSEM 99mTc image.

For 123 activity estimation, clamping any of the energy 23 Activity Quantitation.The mean bias and SD, caicu
inputs between 79 and 135 keV yielded an error close to S#ied for each structure over the 12 normal or 12 pathologic
in all views (Fig. 4). Clamping the energy inputs correpatients with respect to the corresponding referettée
sponding to thé?3 photopeak increased the output error tactivity distributions, are shown in Table 223 activity
more than 18%. However, clamping energy inputs corrguantitation bias varied considerably among structures of
sponding to the*"Tc photopeak had little effect on theinterest for AW+ OSEM, and it was significantly greater
estimation of'?3 activity. than the bias associated with ANNOSEM P < 0.05) and
Absolute Activity Quantitation of 23| and %"Tc the primary photon distribution U- OSEM P < 0.05).

9rTc and23 activity distributions with AW+ OSEM, Furthermore, the SD of this bias over the normal population
ANN + OSEM, and primary photons OSEM are shown Was systematically greater with AW than with ANN and U
in Figure 5 for simulated patient normal 2 (Table ®yTc in all brain structures under consideration. In comparing
and 123 images are d|sp|ayed as windowed to the San%ructures with similart?23 reference uptake such as the
maximum for each radionuclide. The effects!®f contany  cortical lobes, this bias was 21% in the temporal cortex and
ination in the®®"Tc image, as well as activity overestimatiord0% in the parietal cortex with AW. The bias wa$9% in
caused by cross talk, can be seen in the artifactually ia# cortical lobes with ANN and was not significantly dif-
creased activity of the striata in the AW OSEM %"Tc ferent between ANN and U. Likewise, the bias varied
image and the artifactual uptake in the AW OSEM 124 between 7% in the cerebellum and 36% in the corpus
image. callosum with AW+ OSEM, whereas it was.10% in both

TABLE 2
123] Percentage Bias in 12 Normal and 12 Pathologic Simulated Studies for Several Brain Structures After Scatter,
Cross-Talk, DCR, and Attenuation Corrections

Corpus Frontal Parietal  Occipital Caudate Caudate
Simulated study Cerebellum callosum cortex cortex cortex nucleus Putamen nucleus RC* Putamen RC*
Normal
AW + OSEM 74 +44 362+27 211 +39 296 +42 240*+41 —-168+1.7 —-189*+1.7 564 +1.8 3.6+1.9
ANN + OSEM —-45+16 91*24 39*+27 86+36 84+32 —245+0.7 -233*x06 —594+09 -34=*1.0

Primary + OSEM -38*+1.0 90*11 56*13 90*15 48=*18 -21.0+x04 -261*+04 —-164*+06 —-29=*0.6

Pathologic
AW + OSEM 11.3+15 40.8+1.7 21.7 £+ 22 312+ 24 245+17 —13.0+24 -9.1+21 89+36 12434
ANN + OSEM -59+09 10.7+-08 76=*16 80*x16 92=*13 -231*+12 -178*+11 -27*16 23+x14

Primary + OSEM -44+06 88=*05 85=*07 77*06 35*x09 -227*06 -186=*=06 —1.7=*=0.9 1.5+0.8

* Biases measured in striatal structures are shown without and with compensation for PVE using recovery coefficients (RC).
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TABLE 3
99mTc Percentage Bias in 12 Normal and 12 Pathologic Simulated Studies for Several Brain Structures After Scatter,
Cross-Talk, DCR, and Attenuation Corrections

Corpus Frontal Parietal Occipital Caudate

Simulated study Cerebellum callosum cortex cortex cortex nucleus Putamen
Normal

AW + OSEM 20.3 5.2 59.9 = 8.8 21.6 = 4.0 18.1 4.5 21.3 3.9 39.5 = 10.3 35.6 = 8.3

ANN + OSEM 1422 -6.2+1.5 -6.5*1.2 —-9.7+13 -11.4=16 -43+18 -5.0+28

Primary + OSEM -1.0+038 3.1+07 -29=*0.6 -55+0.8 -7.3x09 0.8=0.9 -35*0.8
Pathologic

AW + OSEM 247 =55 544 +95 53.1 = 8.0 557 7.4 182 4.2 38.2+11.2 34.5+9.0

ANN + OSEM 1.7x09 -5.1x0.8 59+16 86*+16 -101 =14 2112 -5.3 1.1

Primary + OSEM -1.0=1.0 -3.8 1.1 22 +07 71 =05 —-8.4 0.6 —24*06 —-3.8+0.3

structures® < 0.05) with ANN and with U. In the absencepopulation P < 0.05). The bias in the occipital lobe, where
of PVE compensationt?d activity concentration in the no perfusion defects were modeled, was similar to that
striata was underestimated in all three volumes (bias waeported for normal patients (18% compared with 21%
—19% with AW, —23% with ANN, and—26% with U in previously). Likewise, the variance of the estimation of
the putamen). When PVE was corrected using three-diméPTc activity in the three lobes was significantly greater
sional recovery coefficients, the bias becariB% with than that seen in normal patienf8 € 0.05). For ANN +
AW, ANN, and U + OSEM. OSEM, bias in pathologic patients wasl0% in all four
Patients showing pathologic patterns of dopaminergicbes and was not significantly different from that observed
transmission are characterized by a reduced uptake in thenormal patients (NS). This result also occurred with-U
caudate nucleus and putaméf activity quantitation bias OSEM in the parietal and occipital cortex (N8,< 0.05).
in such patients was not significantly different from that iThe SD over the activity estimates was not significantly
normal patients with either AW or ANN- OSEM in the different with ANN in the pathologic population compared
cortex, cerebellum, corpus callosum, and hippocampugth that in the normal population. Finalle™Tc estimation
(P < 0.05). However, a significant increade € 0.05) in bias was 38% in the caudate nucleus with AWOSEM
bias was found with AW in the putamen (4% in normal andompared with<<3% with ANN and U+ OSEM P <
12% in pathologic, after PVE correction). This result wag.05).
not found with ANN, where bias in all structures was
<10%. Furthermore, after PVE compensation, bias with
ANN was not significantly different from that with U in the DISCUSSION
striata, frontal cortex, and parietal cortex (not significarensitivity Analysis of ANN
[NS], P < 0.05). A sensitivity analysis was performed to assess the impor-
9nTc Activity QuantitationThe mean bias and SD, eal tance of the 26 energy inputs used in this study. The
culated with respect to corresponding referefff@c dis importance of each input was gauged by the output error of
tributions in normal and pathologic simulated populationghe network when the input was clamped in the learning
are shown in Table 3. In the normal population with AW phantom 21). Our results showed that this error was small
OSEM, cross talk led to a significant overestimation of the<5% [Figs. 3 and 4]) but not negligible for botAd and
reference®®Tc activity distributions in all brain structures®*™Tc when clamping any of the first 10 energy channels (79
(P < 0.05); the mean percentage bias was 59% in the corge&V < energy< 119 keV). This finding reveals that the
callosum, 38% in the striata, and 20% in the cortical reretwork is robust to the absence of spatial information in
gions. The bias was significantly less with ANNOSEM any of the energy inputs in this energy range. However, the
and U+ OSEM (<2% in the cerebellum, 5% in the striataerror did not decrease when clamping energy inpuif0
and <11% in all brain structures? < 0.05). Furthermore, keV, suggesting that all low-energy inputs yielded useful
ANN and U yielded systematically smaller SD, that isinformation to the network. This result can be explained by
better precision, than did AW. the fact that the number of detected counts in low-energy
A major limitation of AW was observed when assessingindows (corresponding to high-order scattered photons)
9"Tc activity quantitation in the pathologic populationwas far from negligible and depended strongly on projection
characterized by a reduced perfusion uptake in either thegle and patient pathology. These errors observed when
temporal and frontal lobes or temporal and parietal lobedamping low-energy inputs suggest that for a commercial
The bias was 54% in the frontal, parietal, and temporaistrument with few acquisition energy channels available,
lobes compared with 20% in the same lobes in the normealvider energy input (e.g., 8-keV width) can be used for low
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energies. Such an approach should be preferred to one thraiin structure of interest. In patients, the reference image
excludes low-energy channels. Furthermore, we did noan be an anatomic image registered to the SPECT image
model in this work the emission of characteristic lead (Plsuch as a CT47) or MRI scan. However, an important issue
x-rays in the collimator. Spectral information from inputgo be addressed in this latter case is the accuracy of patient
below 100 keV can become even more important in thregistration between the functional and anatomic modali-
presence of x-ray emission because the shape of the sg&s. Compensation of PVE, combined with ANNOSEM,

trum will be significantly modified below 100 keV, andreduced significantly?3 activity bias in the striata from
further investigation is required to assess the ability of tHi#5% to 6%. Our results for the caudate nucleus (776 vox-
neural network to estimate accurat&§yTc and'?} activity els~ 11 mL) are consistent with the 25% underestimation
distributions in this case. Furthermore, clamping any energy activity reported by Gilland et al2Q) caused by PVE in
input in the photopeak region 8P™Tc or 123 led to sub a 12-mL sphere, with a comparable sphere-to-background
stantial errors in thé*Tc estimation. This finding revealsratio of 123.

that both photopeak inputs were used in the estimation ofOur approach assumes that background activity concen-
the lower-energy radionuclid€®(Tc) activity distribution. tration is very small compared with that of the structure of
This situation did not occur for activity estimation of thenterest. This assumption is true in the caudate nucleus and
higher-energy radionuclidé?), for which the errors did putamen in23 brain studies because the striatal activity
not increase significantly when ti&Tc photopeak inputs concentration is five to seven times that of the surrounding

were clamped. tissue. Furthermore, when a structure’s activity concentra-
tion is close to that of the surrounding background, the PVE
23] and 9™Tc Activity Quantitation is negligible because the counts lost by the finite resolution

When assessing absolute activity quantitation, our resuﬁmrring are compensated by the counts added from sur-
in both normal and pathologic patients showed that thgunding regions caused by the same blurring. This situa-
primary reconstructed photon distributions (J OSEM) tion occurred for the hippocampus and corpus callosum;
were reasonably close to the referefféeand*"Tc activity  poth structures had sizes comparable with that of the puta-
distributions (bias< 9% in all brain structures). Therefore,men but contained simulatéefl and " Tc activity concen
modeling nonuniform attenuation and DCR in the projectotfations close to those of the surrounding tissues. As a result,
backprojector of an iterative reconstruction algorithm suafp PVE was observed when estimating activity concentra-
as OSEM is an effective approach to compensate for attejon in these regions. Our PVE compensation model is not
uation and DCR in brain SPECT. Furthermore, imagegpplicable, however, for small structures with a relatively
obtained with ANN+ OSEM were reasonably close to thesmall uptake difference with respect to the surrounding
reference activity distributions for bo#d and%°*"Tc (bias tissue, and further investigation is required to compensate
< 11% in all brain structures). This result showed thabr PVE in this case.

ANN + OSEM can yield more accurate and robust quan- Absolute activity quantitation was considered in this
titation in dual*?3/°*™Tc brain studies in healthy humansstudy. When considering relative quantitation (i.e., ratio of
and pathologic patients compared with any previously rectivity in the cortex to that in the cerebellum), the bias
ported technique. Biases were significantly higher with AWatroduced by AW can become even more important be-
than with ANN; furthermore, they varied considerablyause of the large error associated with the cerebellar ac-
among brain structures and increased significantly in pathivity estimates. For example, in regions with comparable
logic, compared to normal, patients. 99T ¢ perfusion, such as the parietal cortex and the cerebel

This study showed that absolute quantitation with acclium (reference activity ratie= 0.92), the measured ratio of
racy ~10% can be achieved with ANN- OSEM in the cortex to cerebellum was 0.94 with AW OSEM in the
challenging case of dudTc and!?3 studies with cross- normal population. However, this ratio departed greatly
talk correction of both scattered and primary photons. Othfgom the reference ratio in pathologic patients, increasing to
dual-isotope or emission/transmission studies (8%gTc/ 2.3 in pathologic patients with reduc®iTc cortical uptake
155Gd, 20mT1/99"T e, 201T1/57Co) with emission photopeaksinstead of the expected 0.46. ANMN OSEM provides
farther apart tharf®Tc and 24 could potentially benefit accurate relative activity quantitation in both normal and
from our approach to achieve more accurate quantitatipathologic patients because it yields accurate absolute quan-
imaging. The ANN + OSEM approach should also betitation in these populations. For example, for the case just
applicable to the simpler case of scatterattenuation+ mentioned, the ratio of parietal cortex to cerebellum was
collimator response compensation in single-isotope brad96 in normal patients and 0.45 in pathologic patients with
SPECT. ANN + OSEM.

For the striatal structures, we used a PVE correction Although high-energy photons are of low abundance
method based on three-dimensional recovery coefficier{8&5%), they have an increased probability of penetrating
measured for the structures of interest. For Monte Cardlbrough, or scattering in, the collimator and contributing to
simulations of digitized human brain phantoms, the refethe spectral contamination. These photons should, therefore,
ence image was used to define the correct boundary of tig be neglected when simulatitl studies. For example,
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when AW images were calculated without taking into ac8. Ogawa K, Nishizaki N. Accurate scatter compensation using neural networks in
[ . . . . radionuclide imaginglEEE Trans Nucl Sci1993;40:1020-1025.
count the hlghg energy_cpnta_rnlr_latlc_)n, th_e overestimations g)f Maksud P, Fertil B, Rica C, El Fakhri G, Aurengo A. Artificial neural network as
the referencé€®"Tc activity distributions in the cerebellum 4 tool to compensate for scatter and attenuation in radionuclide imabgcl
and striata were 15% and 33%, respectively. These findingsMed. 1998;39:735-745. o
were in agreement with the experimental results of DObbbo-' EI Fakhri G, Maksud P, KI]EWSk.I MF, et al. Sgatter and gross—talk correctlo‘ns in
) X N i simultaneous Tc-99m/I-123 brain SPECT using constrained factor analysis and
leir et al. @0), who measured a high and uniform baseline arficial neural networkslEEE Trans Nucl Sci2000;47:1573-1580.
contamination in air (scatter-to-photopeak ratio of 290/(1)1. Zubal IG, Harrell CR, Simth EO, Rattner Z, Gindi G, Hoffer PB. Computerized
_ three-dimensional segmented human anatdvsd Phys.1994;21:299-302.
ove_r the 70-500 keV energy rang(_e at ZQ c¢m from a LEH . Koyama M, Kawashima R, Ito H, et al. SPECT imaging of normal subjects with
collimator. In our study, the AW biases in the cerebellum  iechnetium-99m-HMPAO and technetium-99m-EGINucl Med.1997;38:587—
and striata were reduced to 7% when a uniform background 592.
image was subtracted, as described in the discussion'df/erhoeff NP, Kapucu O, Sokole-Busemann E, van Royen E, Janssen AG.
. . Estimation of dopamine D2 receptor binding potential in the striatum with
cross-talk COI‘I’eCtI_Oﬂ. HOWGVGF, even better_ accuracy_ (bIaS iodine-123-IBZM SPECT: technical and interobserver variabiliyNucl Med.
= 4%) was obtained with ANN by modeling the high- 1993;34:2076-2084.

energy contamination photons in the training of the net# Madras BK, Gracz LM, Meltzer PC, et al. Altropane, a SPECT or PET imaging
probe for dopamine neurons. II. Distribution to dopamine-rich regions of primate

work. brain. Synapse1998;29:105-115.
15. Donnemiller E, Heilmann J, Wenning G, et al. Brain perfusion scintigraphy with
CONCLUSION 99T c-HMPAO or 9"Tc-ECD and!23-B-CIT single-photon emission tomogra

phy in dementia of the alzheimer-type and diffuse Lewy body diséase] Nucl
We have proposed a new approach for absolute activity Med.1997;24:320-325.

quantitation in dua?*"Tc/'2q brain studies based on ANNSlG' Harrison RL, Vannoy SD, Haynor DR, Gillispie SB, Kaplan MS, Lewellen TK.
Preliminary experience with the photon history generator module of a public-

with error back-propagation as a |eaming t00|, iterative domain simulation system for emission tomography.Q@enference Record of
OSEM, and three-dimensional recovery coefficients. This the Nuclear Science Symposiub993;2:1154-1158.

approach was evaluated in Monte Carlo simulated studiesléf Haynor DR, Harrison RL, Lewellen TK. The use of importance sampling tech-
niques to improve the efficiency of photon tracking in emission tomography

norma_1| apd pathologic patienFs. O_ur results showed accurat€yimyations Med Phys1991:18:990-1001.
guantitation of both radionuclides in both normal and pathas. de Vries DJ, Moore SC, Zimmerman RE, Mueller SP, Friedland B, Lanza RC.
Iogic populations Moreover. ANNF OSEM clearly out- Development and validation of a Monte Carlo simulation of photon transport in

£ d th . | ind . h th led . an Anger camerdEEE Trans Med Imagingl990;9:430—-438.
periorme the simple windowing approac that led to ml'g_ Rumelhart D, Hinton G, Williams R. Learning internal representation by error

portant biases that varied not only between brain structuresSpropagation. in: Rumelhart DE, McClelland, JL, eBsrallel Distributed Pro-

but also between normal and pathologic populations. cessing: Explorations in the Microstructures of CognitidBambridge, MA:

MIT; 1986:318-362.
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