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In a recent paper, Kirsch et al. (1 ) evaluated the
physical imaging characteristics of a multi-detector,
single-photon emission computed tomographic (ECT)
scannen.@Although this whole-body instrument exhibits
the useful properties of high single-slice sensitivity and
a spatially invariant line response function, its major
drawback was reported to be a nonuniform spatial re
sponse in the ratio of source-to-background activity
concentrations, when measured in objects of extended
activity distributions.

The most serious problem affecting the ability of
single-photon emission tomography instruments to
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provide accurate, quantitative measurements of radio
nuclide concentrations is the difficulty of correcting
reconstructed images for the usually nonuniform at
tenuation of emitted radiation. The usual methods for
inverting the Radon integral equation to obtain an image
from measured projection data do not apply when the
measurement process exponentially couples the source
distribution to the distribution of attenuating material.
For photon energies most commonly used in nuclear
medical studies (â€˜@-â€˜l40keV), the effect of attenuation
is nonlinear. For this reason, the first-order multiplicative
corrections (1â€”5)to the raw data before filtering, or to
the reconstructed image, do not always work for the case
of spatially extended source distributions of varying
concentrations.

Several compensation methods have been proposed.
Those that attempt to invert the attenuated Radon
transform analytically (6â€”9)are elegant and fast, but
they rely on the approximation that the attenuating
material be convex in shape and of uniform attenuation.
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An iterativeprocedureto correctfor aftenuatlonhasbeendevelopedfor a multi
detector, single-photonemissiontomographicscanner. The difference between
measuredandestimateddataprojectionsis usedat eachiterationto formanerror
imagewhichisused,inturn,to correctthe Image.A dampingfactorthat minimizes
x2isappliedaftereachiteratIontospeedconvergence.Severalphantomsofdif
ferent size, with variousconcentrationdistributIons,have been usedto compare
thismethodwIth a first-ordermultiplicativeattenuationcorrectionusedprevIously
with this scanner. The first-order correction is inadequate for most of the phantoms
studied, whereas relative and absolute quantitative capabilfty is demonstrated for
the iterative aftenuationcorrection.The reconstructedaverage numberof counts
per pixel is a linear functionof activity concentratIonup to â€˜@â€˜5iCi/ml for all re
gionsofuniformactivitywhosesize is @5cm. The Importanceofusingan accurate
attenuation distribution with this method is demonstrated wfth a torso-like
phantom.
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Iterative methods (5,10,1 1), which attempt to match
real projection data with projections estimated from a
known or assumed attenuation distribution, are generally
slower but potentially more accurate than the analytic
methods.

An iterative correction has been developed for the
multi-detector, single-photon emission tomographic
scanner (1 ,12). The instrument's operation is briefly
described in the next section. This is followed by a de
scription of the correction method. Results of tests of the
method are presented in the fourth section, followed by
a comparative discussion in the last section.

THE MULTI-DETECTOR SCANNER

The instrument contains ten identical detectors in a
circular configuration around the patient. Each detector
uses a 20 cm X 12.5 X 2.5 cm NaI(Tl) detector equipped
with a focussed collimator, and scans the field of view
tangentially, with its focal point moving through the
object. After a line is scanned, one detector is moved
radially outward while its opposing detector is moved
inward the same distance. The next tangential line is then
scanned. All ten detectors scan halfthe total field of view.
The entire ring of detectors is then rotated 18Â°(half the
angular separation between detectors) and the same scan
pattern is repeated, resulting in 20 two-dimensional
projections at 18Â°intervals for the reconstruction of one
transverse slice.

The reconstruction used previously (1 ,12) contained
a first-order correction for attenuation. A multiplicative
correction was applied to each two-dimensional raw-data
projection. The correction grid calculation assumed a
circular object of uniform attenuation, centered within
the gantry. Each correction factor was simply an expo
nential function of the distance from the grid point to the
object boundary along a line perpendicular to the tan
gential scan direction of the detectors.

Each tangential scan row of data was then filtered
using the one-dimensional convolution function in Table
I . This convolver was an empirically determined me
dium-pass (ramp with roll-off) filter.t Each convolved
data point in each 128 X 22 projection was then added
to the 128 X 128 reconstruction grid at its focal-point
position using bilinear interpolation to the four nearest
neighbor points. It has not been theoretically proven that
this reconstruction successfully inverts the Radon inte
gral equation for this geometry to obtain an image from
the measured projections. However, a plausible heuristic
explanation has been described by Stoddart and Stoddart
(12).

Kirsch et al. (I), in addition to reporting inaccuracies
in the measurement of source-to-background activity
ratios, also examined the noise properties of the machine.
They concluded that the reconstruction amplifies the
random noise to a level â€œ@-3.2times what would be cx

pected for a rotating gamma camera of the same spatial
resolution recording 144 projections. This was attributed

. to the limited angular sampling of the scanning, multi

detector system. It encouraged us to try an iterative
technique to correct for attenuation, instead of a direct
analytic inversion of the attenuated Radon transform.
Gullberg and Budinger (8) showed that direct analytic
approaches can produce serious aliasing artifacts for the
case of limited angular sampling, whereas iterative
techniques generally converge to the smoothest possible
fit to the measured projection data, thus minimizing
noise. In addition, we could accommodate nonuniform
attenuation distributions in the reconstruction with little
difficulty.

Using a first-order precorrection for a smaller scan
ning multi-detector system that was designed for brain
imaging (13), Flower et al. (14) also reported errors in
the measurement of radionuclide concentration. The
iterative technique described here for the whole-body
scanner could easily be applied to the brain machine.

THEORY

Several different iterative approaches have been
suggested. What they all have in common is an accurate
means of estimating the projection data that would be
obtained by scanning a hypothetical radionuclide activity
distribution contained within a measured or assumed
distribution of attenuating material. Thus, the first step
is to obtain an estimated, or starting, image for the it
erative process. This is often accomplished by a convo
lution-back-projection reconstruction, perhaps with a
first-order, multiplicative correction for attenuation.
Data projections are then estimated for this starting
image by taking into account the attenuation along each
projection ray. (These factors are precalculated from the
measured or assumed attenuation distribution.) The
difference between these estimated projections and the
real data projections is then used to correct the starting
image. The manner in which the difference, or error,
projections are used to change the reconstructed image
at each iteration is the principal difference between the
various iterative techniques. Most of them try to find a
correction method that will minimize x2 on the following
iteration. (x2 is the sum of the squares of each point in
the difference projections divided by the square of the
measurement error at that point.) An iterative least
squares technique (lIST) with attenuation factors used
as weights was studied by Budinger and Gullberg (5).
This type of iterative approach was first described in the
context of tomographic reconstruction by Goitein (15).
ILST uses information from all projections to compute
the whole correction matrix at each iteration.

More recently, Huesman et al. (16) described a sim
ilar method, which chooses at each iteration a correction
image that nofonly minimizes x2 but is also orthogonal
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to all previous corrections in the iterative procedure.
They show that when combined with an appropriate
scaling of the pixel values (called iterative relaxation),
this conjugate gradient method produces a faster rate
of convergence than a simple gradient, or steepest-dc
scent, method. (In fact, it can be shown that the least
squares technique of Goitein (15), which damps the
image correction matrix with a x2 minimizing scalar
â€œsteplength,â€•is identical to the steepest-descent relax
ation method.)

Walters et al. (10) developed a â€œhybridâ€•iterative
analytic technique in which they convolution-filter and
back-project the error projections at each iteration to
correct the image. They avoid introducing interpolation
errors into the reconstruction by directly calculating
estimated projections without actually computing a new
reconstructed image at each iteration. An empirically
determined damping factor was used for each iteration.
Chang (1 1) used a first-order postcorrection for atten
uation in addition to filtering and back-projecting the
error projections. This method improved the speed of
convergence of the process, but it requires computing a
new image before estimating projections. A step-length
factor was not used to damp the correction matrix. These
hybrid methods are faster than the gradient or conju
gate-gradient methods.

Although most iterative techniques have demon
strated faithful reconstructions for a limited number of
simulated and real phantoms, an absolute count com
pared with activity calibration curve for a real instru
ment, scanning arbitrary source and attenuating mate
nial distributions, has not yet been presented.

The iterative method we adopted for the multi-dc
tector scanner is similar to the approach taken by Chang
(1 1 ), with two important differences. First, the estima
tion of two-dimensional projection data from a hypo
thetical source distribution is more complicated for this
scanner than for a rotating gamma camera that records
one-dimensional projections along line-integrals. Second,
a damping factor that minimizes x2 is calculated for
each iteration to control convergence. This step-length
factor is calculated by analogy to Goitein's (15) damping
factor. However, the method is not equivalent to a
steepest-descent relaxation method because each itera
tion's step direction is calculated by filtering and back
projecting the error projections and then correcting the
error image to first order for attenuation, instead of by
explicitly minimizing x2. It is presumed, but not assured,
that such hybrid, iterative-analytic procedures will
converge to a unique, minimum x2 solution. Full atten
uation compensation is accomplished by the repeated
application of a first-order correction.

The steps in the method are outlined below, and then
described in more detail:

1. Obtain a starting image, f(Â°)(x,y),which is first
order corrected for attenuation.

2. Estimate two-dimensional projection data from the
image, using the assumed or measured attenuation dis
tnibution for this transverse section.

3. Subtract each estimated projection from the cor
responding real measured projection data to form error
projections.

4. Reconstruct the error projections to form an error
image, z@(1)(x,y),for the i'th iteration, which is also
first-order corrected for attenuation.

5. Use the error image to calculate a damping factor,
@3(i),that minimizesx2-

6. Obtain the next image by calculating

f(@@')(x,y) f(1)(x,y)+ Ã¶(1)@(1)(x,y) (1)

for all pixels (x,y).
7. Then go to Step 2 and repeat until the estimated

projection data match the real data within statistical
errors (minimum x2).

The analytic reconstruction process used in Steps 1
and 4 to produce the starting image f(0)(x,y), as well as
to obtain an error image from the error projections, is
similar to the method described in the previous section.
However, the first-order correction for attenuation is a
multiplicative postcorrection to the filtered, back-pro
jected image, instead of a precorrection to the raw data
before filtering. This process may be written symbolically
as:

A@ R01[@ P(x',y)*h(x â€”x')].

That is, we first convolve each tangential row of a pro
jection (or error projection), P,. with a one-dimensional
filter, h. Then each two-dimensional filtered projection
is rotated to angle O@and added to the other filtered, no
tated projections. Finally, the attenuation postcorrection,
A, is applied to the image. This array is calculated as
follows:

1M
A(x,y) = I / â€”@ exp@â€”sâ‚¬(x,y,O@)} (2)

where â‚¬is the distance from the image point (x,y) to the
boundary of the attenuating material along a line per
pendicular to the tangential scan direction of the detector
at angle O@.ii is the measured or assumed attenuation
factor. If a variable attenuation distribution, z(x,y), is
used, the exponential factor is integrated over the dis
tnibution along the lines â‚¬(x,y,O@).

Steps 1 and 4 could be replaced by any â€œblackboxâ€•
reconstruction, such as filtering the back-projection,
without changing the basic algorithm for attenuation
correction.

The estimation of the data (Step 2) measured by de
tector k when scanning the i'th iteration's hypothetical
image is given by the following two-dimensional sum:

Ek(0(x,y) fff@@)(x',y')a@(x,y,x',y')
x g@(xâ€”x',y â€”y')dx'dy', (3)

708 THE JOURNAL OF NUCLEAR MEDICINE



K

BASIC SCIENCES
INSTRUMENTATION

@:@@

kxy

where f@(i)(xF,yF)= image at i'th iteration rotatedthat a projection may be estimated simply bymultiplyinginto
detector k's coordinatethe hypothesized image by a precalculatedattenuationsystem

(See Fig. 1);grid for this projection and then convolving withtheak(x,y,x',y')
= the attenuation along a line fromtwo-dimensional collimatorresponse.the

image point (x',y') to theTo test this approximation, we tried to see howcloselydetector
k when the detector'swe could match data estimated from a 20-cmcylindricalfocal

point is at (x,y);â€œfloodâ€• phantom of Tc-99m with real, measureddatagk(x
â€”x',y â€”y') = the collimator's geometric line from such a phantom. Equation 3 was used with Ap

source response; andproximation 4 to estimate the projections. Thefunction,E@(I)(x,y)
= estimate of projection k data forf(x,y), was assumed to be a centered, circular diskofthe

i'th iteration.uniform activity concentration. We varied the normal

For the case of an ideal, attenuation-free medium, a
= 1 everywhere and Eq. 3 reduces to a simple two-di

mensional convolution. This form has many computa
tional advantages, but they do not hold for an attenuating
object. This is because a is separately a function of the
coordinates (x,y) and (x',y'), and not simply a function
of the difference coordinates (x â€”x', y â€”y').

However, we make the following approximation:ization

of this distribution until the X2 function was
minimized. The minimum x2 divided by the number of
data points in a projection was 1.3. In addition to Ap
proximation 4, there are other factors that could give x2
>@@ For example, each collimator has a geometric
line-source response that is slightly different from the
others, due to the collimator fabrication technique. We
used a Monte Carlo program to simulate the two-di
mensional line-source response that is then used fortheak(x,y,x',y')

@ ak(x',y') (4)calculation of each estimatedprojection.=

attenuation along a line (from the image point (x',y')

to the object boundary) that is perpendicular to the scan
direction of detector k.

Consider one term in the two-dimensional sum in Eq.
3, which is represented in Fig. 1. The true attenuation
from (x',y') to Detector k when it is focussed at (x,y) is
calculated from the line integral ofthe attenuation values
along line d. Approximation 4 means using the line in
tegral of the attenuation values along d@to calculate a
for this term in the double sum. This is a good approxi
mation because when (x',y') is far from the detector'sAfter

the error image has been calculated, a damping
fact@, 5(j),is calculated (Step 5), which should minimize
the following function on the nextiteration:X2

@@@ [Pk(x,y) â€”E@(I+l)(x,y)]2 (5)

Ic x@ Eok(x,y)]2

where Pk(X,y) measured projection data for detector
k, and i@(x,y)= random error at point (x,y).

The estimate of the next iteration's projection data,
@ @(4@y),is a function of Ã¶O)and this iteration's

image, f()(x,y), asfollows:central

axis, the collimator's geometric response, g, be
comes small. These terms therefore contribute little to
the sum. Furthermore, as (x',y') approaches the detector
axis, then d approaches d-@-.This approximation meansE@@I)(x,y)

=@@ [f(1)(x',y') + Ã´(1)@(1)(x',y')]
X Y'

X ak(x',y')gk(x â€”x',y â€”y') (6)

Tangential
Scan direction

V

FIG. 1. Geometricapproximationusedtoestimateprojectiondata.
True attenuationfactor for one term in the two-dimensionalsum in
Eq.3 (seetext) is representedbythe line Integralof attenuation
valuesalonglined to patientboundary.Approximation4 means
usingthe lineintegralalonglined1 to calculatethisterm.

The X2minimum condition,

Ã´Ã´@'@=Â° (7)

leads to the following value for the damping factor:

@:@@ [Pk(x,y)â€”E@0)(x,y)]H@(i)(x,y)/[o@(x,y)J2
Ã´(j)= k x y

(8)
where

H@(i)(x,y) @:@ @(@)(x',y')crk(x',y')gk(xâ€”x',yâ€”y').
x' y'

(9)

The damping factor helps to control convergence of
the reconstruction process and prevents overcorrection
of the image, which could lead to oscillatory behavior.

For the iterative attenuation correction, the 128 X 22
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TABLE1. CONVOLUTIONFILTERCOEFFICIENTSUSED
FORBOThRECONSTRUCTIONS128X

128 64X64IterativeFirst-order
blackman-windowedprecorrection

linear ramp
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measured projections were â€œdouble-binnedâ€•in the tan
gential scan direction to form 64 X 22 element arrays.
The reconstructed image is 64 X 64. This is in contrast
to the former reconstruction with a first-order multi
plicative precorrection for attenuation, which used 128
x 22 projections and produced a 128 X 128 recon
structed image. Working with 64 X 22 arrays saves
considerable computer time. The linear pixel size is 0.8
cm for a 64-element tangential scan line. This is half the
full-width at half-maximum (FWHM) of the collimator
line-source response at the focal point.

The convolution filter coefficients used during each
iteration on each 64-element tangential scan row are
shown in Table 1. We used the Fourier transform of a
Blackman-windowed linear ramp. These coefficients,
unlike those for the 128-element, first-order recon
struction, were not empirically optimized to produce a
minimum deviation between a â€œknownâ€•distribution and
the reconstructed image.

PERFORMANCE

The iterative attenuation correction has been tested
â€˜withseveral physical phantoms of different sizes and

FIG.2. Reconstructionsofwater-filledtorsophantomcontaining
5-cm spherical flask wIth 6.0 times surroundingTc-99m concen
tration. Also shownare rectangularregionsofinterest usedto cal
culate average reconstructed concentrations. (A) With a simple,
first-order precorrection for attenuation, indicated flask-to-back
groundconcentration ratio Is 4.5. (B)After three iterations through
ot, attenuationprogram,theratioIs6.0.

shapes, and with varying distributions of radionuclide
concentration. The reconstructions have also been
compared with the simple first-order multiplicative
precorrection described earlier.

In order to measure the approximate fraction of
scattered photons present in our data, we first recon
structed an image of a water-filled, 5-cm-diameter cyl
inder containing no activity inside a 35-cm-diameter
cylindrical phantom containing a uniform concentration
of Tc-99m. With both the first-order and iterative at
tenuation corrections, the reconstructed average number
of counts in the small cylinder was â€˜@â€˜9%of the average
number of counts in the large cylinder. When a water
filled, 5-cm-diameter spherical flask was used inside a
torso-shaped phantom with uniform Tc-99m concen
tration, both reconstruction methods yielded a scatter
fraction â€œ-â€˜18%.(More scattering would be expected from
a spherical region of no activity than from a cylindrical
region, since photons can better penetrate the sphere
from 4@rsolid angle before scattering.) Both measured
scatter fractions disagree with the 40% scatter fraction
used by Jaszczak, et al. (17). There are two possible
explanations for this discrepancy. First, a sphere diam
eter of roughly twice our system's resolution was used.
A larger scatter fraction would be measured inside a
sphere with a size more consistent with the smaller res
olution for a rotating gamma camera system. Second,
the energy resolution of the scanning, multi-detector
system is â€œ.-22%for Tc-99m. The energy window of the
pulse-height analyzer was set asymmetrically around the
photopeak from 130â€”170keV, a setting chosen to opti
mize signal-to-noise ratio (1). The measured scatter
fractions have been used to correct all further experi
mental data reported here (17).

Shown in Fig. 2 are reconstructions of a water-filled
torso phantom containing a 5-cm-diameter spherical
flask of higher Tc-99m concentration. This scan passes
approximately through the middle of the flask. Fig. 2A
is the first-order multiplicative correction reconstruction
and Fig. 2B is the image after three iterations through

1.000 1.000
0.987
0.518 0.683
0.009

â€”0.449 0.062
â€”0.443
â€”0.274 â€”0.310
â€”0.115
â€”0.072 â€”0.297
â€”0.064
â€”0.057 â€”0.155
â€”0.059
â€”0.057 â€”0.082
â€”0.047
â€”0.047 â€”0.063
â€”0.043
â€”0.038 â€”0.045
â€”0.029
â€”0.027 â€”0.031
â€”0.023
â€”0.017 â€”0.028
â€”0.008
â€”0.008 â€”0.023
â€”0.008
â€”0.007 â€”0.018
â€”0.007

â€”0.015
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the attenuation-correction program. A water-filled el
lipse with axes 28 and 23 cm was used to calculate the
attenuation grids. (These dimensions were measured
directly from the phantom using calipers.) The sphere
to-background ratio for the injected Tc-99m concen
tration was 6.0. Figure 2B also shows the two rectangular
regions used to calculate average counts per pixel in the
flask and in the background for both images. After
scatter correction, the first-order correction gives the
ratio 4.5, whereas iteratively correcting for attenuation
yields 6.0. Although the regions used give the correct
ratio for the iterative program, it can be seen that the
indicated activity concentration systematically decreases
from the front of the torso to the back. The display used
to produce these photographs uses only 16 distinct gray
levels. This can lead to gray-scale quantization effects
that often cause the image to look artifactual. In Fig. 2B,
the difference in average counts between regions in the
front of the torso and the back was only 3.2% of the av
erage count in the flask. This systematic difference in the
background concentration leads to a spread of measured
sphere-to-background ratios from 5.6 (7% low) to 6.6
(10% high). This may be due to approximation of the
torso shape with that of an ellipse of water for attenua
tion compensation. Nevertheless, this error is comparable
to the magnitude of the random noise in the background
(â€œ-â€˜10%).The region of decreased activity immediately
above the flask in Fig. 2B corresponds to the position of
a small rubber stopper used to seal the flask.

FIG. 3. Reconstructions of 35-cm diameter cylin@icaI phantom
containing a single 5-cm vial with 10.3 tImes surroundingTc-99m
concentration.Also shownare rectangularregionsof interestused
to calculate average reconstructed concentrations. (A) Whenvial
was centered in phantom, first-order precorrection gave vial-to
back@'oundconcentrationratio of 4.6. (B)Three Iterationsthrot4i
the attenuationpro@amprokiced a ratio of 11.2.(C)Whenvial was
near the edge, first-order correction gavea ratio of 12.0.(D)Ttwee
iterations tfrough the attenuation program produced a ratio of
11.3.
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FIG. 4. Attenuation correction results using an ellipse-of-water
approximationforattenuatingmaterial,comparedwIthresultsusing
a â€œtrueâ€•transmissionCT Imagefor attenuationcompensation.
Humantorso phantomwith 0.37 @Ci/mlTc-99m andexternal alu
minum @@bonesâ€•contains foir ak-filled balloonsto simulate lungs.
Plastic â€œorganâ€•wIth 5.4 times surroundingTc-99m concentration
was insertedrou@Iy Incenter of phantom.(A) Showsellipse used
to calculateattenuationgrids,superimposedon flrst.order-corrected
ECTimage.Plexiglaspatientcouchundertorsophantomis also
included in calculation of attenuation grids. (B) TransmissionCT
image of this slice. (C)ECTimage resulting from ellipse-of-water
approximationin A. kdcated vla1-to-back@'oundconcentrationratio
here Is 10.1.(Imageis enhancedto bringout back@'ound.)(D)ECT
image resuftingfrom TCTImagein B. Indicatedvlal-to-back@'ound
concentration ratio is 5.5.

Figure 3 shows reconstructions of a 35-cm-diameter
cylindrical water phantom containing a single 5-cm
diameter vial of a higher activity concentration. The
actual ratio of vial-to-background Tc-99m concentration
was 10.3. Using the rectangular regions of interest
shown, the first-order attenuation correction givesa ratio
of 4.6 when the vial was centered (Fig. 3A) and 12.0with
the vial near the edge (Fig. 3C). Also, the first-order
correction seriously distorts the shape of the distribution
when the vial is off-center. By contrast, after three iter
ations through the attenuation program, the measured
ratios are 11.2 (Fig. 3B) and 11.3 (Fig. 3D), respec
tively.

Although the assumption of a water-filled ellipse may
work well for some attenuation and radionuclide distri
butions, for others it may be important to use a more
accurate attenuation map. The human torso phantom
with external aluminum â€œbonesâ€•was filled with a Tc
99m concentration of 0.37 jsCi/ml. Four air-filled bal
loons were placed inside the Plexiglas phantom to sim
ulate lungs. In addition, an irregularly shaped plastic
â€œorganâ€•containing 5.4 times the adjacent Tc-99m
concentration was placed roughly in the middle of the
phantom. (In the slice of Fig. 4 the cross section of this
.organ is approximately elliptical, with axes â€œ.â€˜Sand 7
cm.) Figure 4A shows the ellipse (28 cm X 23 cm) used

F' L@' L

EIG I

A B
.@ @@-@L:P L

U. El.

C D
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to calculate attenuation grids; it is superimposed on the
first-order corrected image. (The Plexiglas patient couch
under the torso phantom is also included in the calcula
tion of attenuation grids.) Figure 4C shows the corrected
emission image resulting from the ellipse-of-water ap
proximation. This image has been enhanced to bring out
the background. Figure 4B is a TCT image of the at
tenuation in the same slice, obtained from a different
scanner. When this image is used to calculate attenuation
grids for the iterative reconstruction, Fig. 4D is the re
sulting emission image. Using superimposed rectangular
regions, the indicated ratio of the organ concentration
to the background concentration is 5.5 using this more
accurate attenuation distribution, whereas the ellipse
of-water approximation seems to overcorrect the center,
producing a ratio of 10.1. The first-order precorrection
method gives 9.1.

To study the noise properties of the iterative recon
struction, we used a centered 20-cm-diameter flood
phantom filled with a Tc-99m concentration of 0.9
sCi/ml. In a 5-mm scan ofone slice of this phantom, 1.4
million events were recorded. A transverse section of this
flood contains â€œ-â€˜47resolution elements (2.6 X 2.6 cm).
The % rms standard deviation of the pixel counts inside
the two large regions of interest (one centered, the other
near the edge) was calculated for the simple first-order
attenuation corrected image, and for the iterative re
construction. For the first-order precorrection, the
central region had 3.2% rms noise, compared with 2.3%
near the edge. After convergence (three iterations), the
iterative reconstruction had 7.4% noise in the center and
6.9% near the edge. The noise changed less than 0.1%
with each iteration after the third.

To check the absolute quantitative capabilities of this
method, we fitted the reconstructed average number of
counts per pixel in these regions of interest in Tc-99m
phantoms to a linear function of injected concentration.
The data are shown in Fig. 5 along with the straight line
resulting from the fit. The errors shown and used in the
fit are the standard deviations of the reconstructed
counts inside the regions of interest.

DISCUSSION

The iterative attenuation correction leads to signifi
cantly better relative and absolute quantitative capa
bilities for this multi-detector emission tomographic
scanner. The method converges in three iterations for
most objects scanned. The assumption of an ellipse of
water for attenuating material seems inadequate for
scans that include bone and lungs in the same slice. This
may limit the usefulness of analytic attenuation methods
(6â€”9)that relyontheapproximationsof convexshape
and uniform attenuation to invert the attenuated Radon
transform. However, it is possible that an instrument
with a different scan geometry would not be as sensitive

0 1 2 3 4 5
ACTIVITYCONCENTRATION(j,C//rn/)

FIG. 5. System@sabsolute activity calibration curve for Tc-99m,
obtained from phantomsof different size and source distributions
afterthreeiterationsthroughattenuationprogram.Curveshownis
straight-line fit to data. Errors are standard deviations of recon
structedcountsinsideregionsof interest.Datapointsin increasing
ord@of concentrationera: (1)backgroundin Fig40; (2)background
inFig.3D;(3)backgroundinFig.2B;(4)regionin20-cmfloodused
in noise determination;(5) â€œorganâ€•in Fig. 40; (6)spherical flask in
Fig. 2B; (7) cylindrIcal vial in Fig. 3D.

to the â€œdetailsâ€•of the attenuating material. Clearly it
is not practical to subject each patient to a TCT scan just
to obtain an attenuation distribution with which to cor
rect the emission tomographic image. However, it should
be possible to develop a library of standard TCT atten
uation maps through relevant human cross sections. An
individual patient's major and minor elliptical axes could
then be measured with calipers before the emission scan.
The â€œstandard-manâ€•TCT image would then be
â€œstretchedâ€•appropriately in the horizontal and vertical
directions to be used for attenuation compensation. Such
a procedure, ofcourse, is not exact, but it should be much
better than simply assuming an ellipse of uniform at
tenuation. We have not yet evaluated the possibility of
using scattered radiation to indicate the approximate
boundaries of highly attenuating regions.

We have also not evaluated activity measurement
accuracy for objects of a size less than about twice the
spatial resolution of the scanner. If this instrument is
capable of providing accurate size and volume mea
surements, however, it should be straightforward to
correct activity measurements for the well-known effect
of contrast degradation due to finite spatial resolution.
Using a first-order attenuation technique with correction
for scattering and contrast loss by spatial resolution,
Jaszczak et al. (17) have reported good accuracy of
volumetric and activity measurement for spheres of
several sizes in a water-filled cylinder having one tenth
of the activity concentration.

The % rms noise in the reconstruction of a 20-cm
diameter flood phantom is higher for the iterative at
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tenuation correction than for the first-order correction.
This is probably because the error projections at each
step of the iterative procedure still contain noise, which
is amplified by the convolution kernel shown in Table 1.
Since the error image in the first few iterations is com
posed mainly of low spatial frequencies due to attenua
tion, it may be possible to use a smoother (low-pass)
convolution filter to restore these frequencies without
amplifying random noise as much. We have not yet
evaluated other possible filters. Unlike the first-order
correction method and analytic methods (6,8) used for
other scan geometries, the image noise after convergence
with this method seems fairly uniformly distributed over
the reconstructed image.

Although this work provides a demonstration of ab
solute activity quantitation capabilities for a real in
strument scanning a variety ofdistributions ofsource and
attenuating material, all of the iterative methods men
tioned in the section on Theory are, in principle, capable
of the same. The main differences between the methods
are the reconstruction time per iteration, the number of
iterations required to converge, and the way noise is
handled by the reconstruction. The gradient and con
jugate methods (5,16) with weighted attenuation factors
are purely iterative and do not use the analytic filtering
and back-projection of error projections to correct the
image at each iteration. They are therefore slower than
the hybrid methods.

The hybrid method described by Walters et al. (10)
reduces sampling artifacts by calculating estimated
projections without the intermediate step of computing
a new reconstructed image at each iteration. This pro
cedure avoids introducing interpolation errors into the
reconstruction process. However, these authors did not
use a first-order attenuation correction to produce the
starting image or to correct the error image at each it
eration. Consequently their technique requires more it
erations to converge than does Chang's method (11) or
the method described here. Even though our recon
struction does use interpolation, it converges rapidly and
adds less than 0.1% rms noise after the third iteration,
for each iteration to a 20-cm flood.

Chang (11) used a first-order correction for attenu
ation at each step of his iterative reconstruction, but the
error image was not added to the previous image with a
multiplicative damping factor that minimizes x2. Also,
there was no test for the consistency ofestimated and real
projection data. We have found that the calculated
damping factor is important and can vary from 0.2 to 1.0,
depending on the iteration number, the size of the object,.
and the distributions of source and attenuating material.
When Ãís set equal to 1.0 for each iteration, the iterative
procedure for this multi-detector scanner may take many
more iterations to converge, if it converges at all.

With a Data General Eclipse 230 minicomputer, the
previous, first-order reconstruction time was 2 mm per

slice. The iterative program currently requires 3 mm per
iteration. (Calculation of new attention grids requires
8 mm.) Both ofthese times could be significantly reduced
by using an array processor.

FOOTNOTES

I Cleon Imager, Union Carbide.

S The filter coefficients were iteratively varied to produce an optimal,

least-squares reconstruction ofa cylindrical phantom containing three
separate concentric regions of different activity concentrations. The
inner circle and the outer annulus had the same concentrations and
the middle annulus contained no radioactivity.
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