
With the advent of commercial Anger-camera sys
tems for emission tomography, it has become exceed

ingly important to appreciate how critical camera uni
formity is for good imaging, and to understand the fac
tors that must be controlled to ensure appropriate cam
era performance. Several authors have described the
effects of detector nonuniformity on reconstructed im
ages for both transmission and emission tomography
(1â€”5). The reconstruction algorithms greatly amplify
the effects of camera nonuniformity. Amplification de
pends inversely on the square root of the defect's distance
from the center of rotation of the tomograph for r >> 0,

and directly on the diameter of the source distribution
being imaged (2,4). Amplification is also governed by
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the relationship between the spatial frequency compo
nents of the defect and the reconstruction filter.

As an illustration of the severity of the problem, im
ages of uniform cylinders 3 1 and 5 1 pixels in diameter
were reconstructed from computer-generated projections
containing a 2% Gaussian defect with FWHM of 4
pixels. The reconstructed images exhibited 10% and I 5%

defects, respectively. These results were observed with
the defect located at the center of rotation for a hann
ing-windowed reconstruction filter with a cutoff equal
to 32 cycles per 64-pixel image width. This means that

even in the case of relatively smooth defects, camera
uniformity must be corrected to about 0.5% in order to
keep image distortion under 5% for objects between 20
and 30 cm in diameter.

Nonuniform flood response of a camera can be at

tributed to nonuniform point-source sensitivity, to spatial
distortion, or to a combination ofboth (6,7). As long as
spatial distortion is small, it does not appear to contribute
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significantly to image degradation if the nonuniform

flood response is corrected by performing a conventional,
multiplicative flood correction of the data (4):

fi = mean flood counts/ci,

where the correction factor for the ith image element is

f@and c@is the number of counts in the ith pixel of the
flood image.

In this paper, we report an investigation into the
practical steps that must be taken to achieve a satisfac
tory flood correction for tomographic imaging. In par
ticular, we address the following questions:

1. Are conventional radioactive flood sources suffi

ciently uniform?
2. What statistical accuracy is required for the

flood-calibration image?
3. Can the flood-calibration image be smoothed to

reduce random noise?
4. What is the camera's flood response as a function

of angular position and energy window? Is it suf
ficiently constant to permit a conventional flood
correction?

METHODS

In order to provide a reliable calibration standard, a
precision flood source was constructed. A source cavity
17 in. in diameter was machined in a 1.25-in.-thick cast

aluminum tooling plate to a depth of 1.00 in. with a tol
erance of Â±0.002 in. A half-inch thick plexiglass cover,
also machined to Â±0.002 in., was fastened to the body
of the phantom with urethane adhesive. These tolerances
ensure that the source uniformity is within 0.5% if the
filling liquid is properly mixed. The aluminum body

ensures rigidity of the phantom, while the plastic cover
allows one to verify that no air bubbles are included. To
prevent the plexiglass window from bulging, the phantom
is filled while clamped to a flat plate. After filling, the
phantom is thoroughly mixed with a magnetic stirrer.
When the phantom is in use, the stirring bar is stored in
the filling channel out of the field of view.

The uniformity of a commercial flood source was
determined by acquiring a 120-million-count precision
flood-calibration image, and a 120-million-count image
of the commercial flood source. No attempt was made
to flatten the commercial source, but it was thoroughly
mixed and all air bubbles were excluded. The image of
the commercial flood was corrected for camera nonun
iformity with the precision flood and examined for re
sidual structure intrinsic to the source itself. The effect
of this source's structure on tomographic reconstruction
was evaluated using computer-generated projection data

for a cylinder 41 pixels in diameter with an assumed
camera resolution of I .5 cm FWHM. The synthetic

projection data were multiplied by correction coefficients
calculated from the corrected commercial flood image.

Tomographic images were reconstructed using a con
volution back-projection algorithm that used a ramp
filter multiplied by a hanning window with a cutoff

( 1) frequency of 32 cycles per picture width. Both the pro
â€˜ jections and the reconstructed images were 64 elements

wide.
Image artifacts contributed by random noise in the

calibration flood image were also studied using the
simulated-cylinder projection data. Both noisy and
noise-free cylinder data were used. Synthetic floods with
a uniform mean distribution and varying amounts of
pseudorandom Gaussian noise were computer generated
and used to â€œcorrectâ€•the simulated-cylinder projection
data. Again, several tomographic slices were recon
structed and the amplitude and appearance of the image

artifacts propagated from the noisy simulated flood were
noted. Next, the simulated noisy floods were prepro
cessed by a nine-point smooth or by a 3 X 3 median filter
to reduce the random fluctuations. These processed
floods were used to correct the simulated-cylinder data
as above, and two new sets of tomographic images were
reconstructed for comparison with the first.

Since the simulated flood is uniform, smoothing will
not alter the mean spatial distribution, but an experi
mental flood image can contain significant structure that

depends upon the specific camera and its state of tuning.
If the flood response does contain defects with high
spatial frequency, smoothing will introduce deterministic
errors in the correction coefficients, as described in the

Appendix. To examine this problem for the specific case
of the rotating Anger camera tomograph in our labora
tory,* an experimental I20-million-count precision
flood-source image was acquired. A smoothed image of
the experimental flood was then multiplied by correction
coefficients calculated from the unsmoothed flood data.
These corrected flood images then contain only the
deterministic errors introduced by the smoothing, plus
random noise. The propagation of these errors through
the reconstruction algorithm was determined by using
the corrected, smoothed floods to correct in turn the
simulated-cylinder data before reconstruction of a series
of transverse-section images.

A second approach toward reducing the effect of
random error in the flood-calibration image is to smooth
both the flood and the data with the same smoothing
function. From Eq. ( 10) in the Appendix, it is evident
that if the detector efficiency function @(x,y)is a con
stant, it may be removed from the convolution integral
and no deterministic error will be introduced. It is nec

essary, therefore, to test whether noticeable artifacts are
generated in the experimental case where @(x,y)is non
uniform. Data were acquired from a Tc-99m-filled cyl

inder phantom 17 cm in diameter and 25.5 cm long,
containing an I 8-mm-diameter defect without radio

activity. The projection images were singly and doubly
smoothed with a nine-point kernel and flood corrected
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shielding and with prototype shielding designed by the
manufacturer specifically for tomography. Energy
windows of 15%, 20%, and 30% were investigated.

Spatial distortion and its dependence on camera po

sition were determined by imaging an orthogonal hole
phantom at the same azimuthal angles described above.
Maximum and mean departures from camera linearity
at each angle were determined by fitting the hole pattern
with an orthogonal grid (8).

RESULTS

Figure 1 shows a I20-million-count image of a con
ventional flood source with the image corrected using the
precision flood-source image. The central profile shows
a smooth 25% bulge in the flood source, which appears
in the reconstructed image as a I 2% dip. The fine
structure exhibits a relative standard deviation (RSD)
of0.7% from the smooth curve. This is precisely the RSD
to be expected from using a flood image with a 0.5%
RSD to correct a second flood with the same random
error. This error shows up as ring structure in the re
constructed slices and is addressed below.

Figure 2 illustrates reconstructed slices of the simu
lated cylinder corresponding to relative standard de
viations ofO.5%, 1%, and 2% in the synthetic flood data.
The artifact amplitudes in the reconstructed slice for
these three cases are 3%, 6%, and I 2%, respectively. The

ring patterns are identical since in each case the same

pseudorandom sequence is used to generate the noise,

and only the amplitude is changed. The illustrated slices
are only representative. For example, other slices for the
1% noise simulation show defects with amplitudes

A

C

A

B

FIG.1.(A)Image(120X 106counts)andcentralprofileof con
ventional flood source, corrected for camera nonuniformity with a
120-million-count precision-flood image. Center of profile is 25%
higher than edges. (B)Transverse-sectionimage of synthetic cyl
inder withdata corrected using floodimage a. Center pointof cyl
inder is 12% below outside edge.

with the I 20-million count precision flood that had been
identically smoothed. The reconstructed images were
visually examined for artifacts resulting from the
smoothing.

The final task, that of determining the dependence of
the flood response on camera orientation, was accom
plished by clamping a flood source to the collimator face
and acquiring images for several rotational positions of
the camera head. Significant changes in the flood images
were observed. To eliminate the possibility that the flood
source was distorting under its own weight and to de
termine whether the observed changes were caused by
interaction with the earth's magnetic field or by gravi
tational deformation of the phototubes' dynode struc
tures, all further measurements were obtained with the

camera facing up and rotated azimuthally on its base.
Thirty-million-count flood images were obtained with
the camera gantry pointing east, south, and west. The
first measurement was repeated and used to flood correct
the other three images. Structure in these corrected
images, occurring as a function of camera gantry or
ientation, was then examined in high-contrast images,

and variation in the count rate for 3 X 3 pixel regions of
interest along the tomographic axis of rotation were

plotted as a function of azimuthal angle. Pulse-height
spectra were also obtained from several individual pho
totubes for various camera orientations.

Sensitivity of the camera to orientation changes was
examined as a function of camera tuning, magnetic
shielding, and energy-window setting. Two different
criteria were used to tune the camera:

(a) uniform point-source response;
(b) equal phototube gain.

Measurements were made with inadequate magnetic

I

FIG.2.Effectofrandomnoiseincalibrationfloodimageonrecon
structed-cylinder images. Standard deviations in flood image are:
(A) 0.5% , (B) 1% , (C) 2% . Central profiles shown in (D) are offset
to separate curves.

D

164 THE JOURNAL OF NUCLEAR MEDICINE



BASIC SCIENCES
PHYSICS AND RADIATION BIOLOGY

A I

FIG. 3. Illustrationsof artifacts due to flood noise still evident despfte
presenceof imagenoise.Fourselectedslices of 41-pixel diameter
cylinder reconstructed from 2.5 X 106counts per slice simulated
data. Simulatedflood usedfor correction containednoise with 1%
relative standarddeviation.

ranging from â€”22%to +30% arising from the extremes
in the noise distribution.

The synthetic flood with 1% RSD was also used to
correct cylinder data to which noise had been added, so
that we could determine to what extent image noise
masked the correction-noise artifacts. For a noise level
simulating I million counts per slice in the 4 1-pixel cyl
inder (25 cm diam), the ring artifacts were virtually
undetectable in the reconstructions. However, when the
count density was increased to 2.5 million per slice, the
artifacts were readily apparent, as illustrated in Fig.
3.

Smoothing and median filtering ofthe synthetic flood
image effectively reduced the artifacts in the recon
structed image caused by flood-noise fluctuations. A
single nine-point smoothing reduced the image variation

by a factor of 2. Median filtering was less effective in that
some high frequency structure was preserved. The

problem with smoothing only the floods to reduce the
random noise is that the technique cannot be applied to
experimentally obtained flood data because the

smoothed correction factors can no longer correct for
camera defects with high spatial frequency. This prob
lem is discussed in the Appendix and is illustrated in Fig.
4, which shows synthetic-cylinder reconstructions cor
rected with factors derived from an unsmoothed real

flood, a singly smoothed real flood, and a doubly
smoothed real flood. Errors of 8.5% and I 7% are pro

duced by single and double smoothing, respectively.
Figure 5 shows high-contrast images of the camera

flood taken with the camera gantry pointing south and
west. These images have been corrected using a flood
image acquired when the camera gantry was pointing
east, so that all visible structure is due solely to changes
in camera response with angle. In all cases, the energy

C

FIG.4. Effect of smoothingan experimentally acquired flood from
commercial tomograph. Transverse-section image of cylinder re
constructed from simulated data corrected with: (A) unsmoothed
flood,(B)singlysmoothedflood,(C)doublySmOOthedflood. Profiles
(D)asinFig.2.

window was 20%, and the camera was tuned for equal
gain. The upper two images were acquired with made
quate magnetic shielding; the lower two with the new
prototype shielding. Evaluation of the regional count
rate variation as a function of azimuthal position for the

two cases illustrated in Fig. 5 shows a reduction from
Â±5.5% to about Â±1%when the prototype shielding is
added.

Pulse-height spectra measured for single phototubes

showed a I -2% shift in peak position as the unshielded

D

A

B

FIG.5. Flood images from a commercial tomograph' acquired at
two different camera gantry orientations and flood corrected with
dataacquiredwithcameragantrypointedeast.(A)Cameramagnetic
shielding inadequate; (B) improved magnetic shielding. In both A
and B, image contrast is enhanced a factor of 5.
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to +20%. Data for the second set of images, Fig. 6(B),
were acquired with improved magnetic shielding and
were corrected with a I20-million-count precision flood
image. Figure 6(C,D) are the same slices, reconstructed
from the same data as Fig. 6(B) but after single and
double smoothing of the flood image and projection data.
These images were reconstructed with a straight ramp
filter to avoid additional smoothing.

In Fig. 6(B), only the fourth slice contains, at the
centerof rotation, a focal areaof radioactivity that ap
pears to exceed expected random noise. This area persists
in the smoothed images, suggesting that it is not due to
noise. In addition, as the random noise is reduced by
smoothing, the third slice begins to show a faint arc about
the center of rotation. These artifacts are most likely to
arise from residual variation in angular sensitivity of the
camera. The magnitude of this residual artifact was
quantified by determining the peak variations (max-mm)
divided by the mean and the relative standard deviations
for regions of interest at the center of rotation and at the
perimeter of 30 serial sections of the cylinder, for which
the data and flood images were singly smoothed. The
relative standard deviation was 2.3% at the center of
rotation and 1.6% at the perimeter. The corresponding
peak variations were 8.2% and 4.8%. These differences
support the hypothesis that there is residual camera
variation because defects at the center of rotation are
amplified most during reconstruction. Since no defect
appears common to all slices, smoothing both the flood
image and the data appears valid for the cylindrical
phantom. The validity of this approach for other objects
remainstobe proven.

DISCUSSION

Amplification of error by the tomographic recon
struction algorithm imposes an increase in uniformity

and stability requirements of almost an order of mag
nitude on the Anger camera for tomographic use as
compared to conventional imaging. The most severe
requirements are placed on regions along the axis of
rotation, where even relatively broad Gaussian defects
can be amplified by a factor of 10 or more depending on
object size.

The defect magnitude that can be tolerated is related
to the amount of noise in the data. For instance, the 2.5
x 106 count, 41-pixel diameter, cylinder sections show

detectable artifacts with only 1% noise in the flood
image. By using Budinger's (9) signal-to-noise estimate
for uniform cylinders, 2.5 X 106 counts in a 41-pixel
cylinder will give about the same signal-to-noise ratio as
1 million counts in a 31-pixel cylinder, the latter con
taming roughly the same number of pixels as a liver
section. The liver image is probably the most critical
clinical test for the detection of artifacts because it is a

large, relatively uniform object generally overlying the

A

C
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FiG.6. Reconstructionsof datafrom experimentalcylinderphantom.
Four worst slices are shown, each containing 106counts. (A) In
adequatemagnetic shielding,30-million-countconventional flood.
(B) Improved magnetic shielding 120-million-count precision flood.
(C)SamedataandslicesasinBexceptfloodandprojectiondata
smoothed. (D)Same as in C except double smooth used.

camera was rotated azimuthally on its base from east to
west. The corresponding count-rate variation depended
on peak shape, window width, and whether or not the
peak was centered in the window. When count rates for
3 X 3 regions of interest in the flood image were plotted
as a function of camera rotation, 12% changes were ob
served for a 15% window when the camera had been
tuned to give uniform point-source sensitivity. Retuning
the camera to align all the photopeaks in the window
reduced the maximum variation with angle to about 7%.
Increasing the window to 20% and 30% further reduced

the peak variation to 5.5% and 3.1%, respectively.
Measurements of spatial distortion made on the

camera with improved shielding showed a maximum
vector distortion of 5 mm. Over a central region 26 cm
in diameter, the maximum distortion was 2 mm, or 1/3
pixel. No measurable angular dependence was de
tected.

Figure 6 compares four sets of high-contrast

transverse-section images of the Tc-99m-filled cylinder

phantom to illustrate the overall improvement in image
quality achieved with suitable magnetic shielding and

precision flood correction, together with combined
smoothing of the projection data and flood image. An
energy window of 20% was used and the images contain
1 million counts per slice. From a total of 30 recon
structed slices, the four worst images were selected in
each case. Data for the first set of images, Fig. 6(A),
were acquired with inadequate magnetic shielding and
were flood corrected using a 30-million-count conven
tional flood image. These images display a prominent
ring structure, with central defects that vary from â€”24%
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center of rotation. Since a liver image with I million
counts per slice is the norm at our institution, it is nec
essary to keep camera-correction errors under 1%. This

refers mainly to high-spatial-frequency defects such as

intrinsic camera defects and random noise in the cali
bration flood. The error introduced by the gradual bulge
in the commercial calibration phantom is of less conse
quence, and could be largely eliminated by clamping the

phantom between two flat plates during filling.
Imposing greater than 1% statistical accuracy on the

flood image means acquiring flood images with at least
30 million counts. At reasonable count rates, a 30-mil
lion-count image requires 20â€”30 mm. Increasing the

accuracy to 0.5% increases the acquisition time a factor
of 4, which is prohibitive. We have demonstrated cx
perimentally with one commercial instrument that

smoothing the flood alone creates worse defects than
noise in the flood image. Equation (6) in the Appendix
shows that this deterministic error is related only to the
ratio of the unsmoothed to the smoothed detector effi
ciency function. This error is constant for all projections,

and therefore contributes highly structured defects in
the image whose amplitude will vary inversely as the
square root of the defect distance from the center of
rotation. On the other hand, if both the flood image and
projection data are smoothed with the same function, the
deterministic error shown in Eq. (10) ofthe Appendix
is a function of each given projection, and therefore will
not generally create highly structured defects with an
inverse radial dcpendence. Indeed, our experimental
images of a cylindrical phantom showed no evidence of

defects from this smoothing. If the projection is smooth
compared with the smoothing function, it is shown that
the error theoretically vanishes.

The question ofcalibration for different nuclides has
not been addressed. In view of the sensitivity of camera
response to slight changes in phototube gain and pho
topeak shape, it seems a poor practice to correct thallium
images with a technetium flood. However, thallium flood

images could be obtained economically only with a point
source and no collimator. In this event, the collimator

response would need to be measured once and stored so
it could be incorporated into the intrinsic camera flood
response. Perhaps the saving grace is that the heart is a

small organ and generally does not lie at the center of
rotation so that uniformity artifacts are not very ap
parent.

Use of cobalt flood sources for camera calibration has

not been examined either. Commercial cobalt flood
sources are only guaranteed to be uniform to within Â±4%
for regions 2.5 in cm diameter. The size and shape of
nonuniformities are not specified. The fact that better
than 1%uniformity is necessary for calibration, together
with the fact that the cobalt gamma ray is 14% lower in
energy than that of Tc-99m suggests that Co-Si cali
bration should be carefully studied before it is used. The

uniformity of any given source must be established and
the camera's response to cobalt at its window setting and
to Tc-99m at its window setting must be shown to be
identical to within 1%.

With appropriate attention to camera tuning and
magnetic shielding, it is possible to reduce camera
variation with rotation to the 1% level. These changes
have a sinusoidal shape and, therefore, show up in the
images as arcs rather than as complete rings. As such,
they tend to be more easily masked by image noise.
One-percent camera variations do not contribute de
tectable structure in images of a cylinder 19 cm in di
ameter and containing I million counts per slice. Since
this approximates clinical liver imaging, the worst din

ical case, it seems that 1% camera variation is acceptable

for clinical imaging.
If smoothing of flood and clinical images is used to

reduce the effect of noise, it is possible that residual
camera variations of less than 1% could cause visible
artifacts. In our experiments with smoothing, some
structure did become apparent in a few of the recon
structed slices of the cylinder phantom [Fig. 6(C,D)].
In this particular case, the relative standard deviation
and peak variations at the center of rotation exceeded
those at the edge by only 0.7% and 3.4%, respectively.
This still seems acceptable for clinical imaging.

CONCLUSIONS AND RECOMMENDATIONS

Tomography places extremely stringent requirements
on Anger-camera performance and correction tech
niques. Flood normalization requires an accurate,
well-mixed flood source with random variation less than
1%. Pains should be taken to remove the bulge from
conventional liquid sources. On the basis of guaranteed
uniformity and difference in energy, Co-Si flood sources
appear inferior to liquid-filled Tc-99m sources. Thirty

million-count flood calibrations are recommended.
Smoothing the flood image alone in order to reduce

random noise introduces unacceptable defects in the
image. Smoothing both the data and the flood can po
tentially introduce artifacts, but both experimentally and
theoretically these do not appear to be ofa serious nature.

Since the potential error is object dependent, such
smoothing should be examined on a case-by-case
basis.

In our experience, careful shielding and camera tuning
renders stability adequate for the present clinical ap
plications. Since instrument-to-instrument variations are
to be expected and since magnetic field strength can vary
depending on building construction and nearby equip
ment, dependence on camera orientation should be
measured for any given installation.

Finally, we suggest that a large uniform cylindrical
phantom with a diameter about 2/3 that of the field of
view should be used for sensitive testing of overall per
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formance. In a phantom of this diameter, 2.5 X 106
counts per slice will give noise approximating that in a
clinical liver image. Increasing the counting statistics
until image artifacts are visible will give some idea of the
margin of safety for clinical imaging.

FOOTNOTE

* General Electric Company model 400-T with 37 phototube

head.
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APPENDIX

In order to understand the problemsencountered in smoothing
the calibration flood image with or without smoothing the data,
we examine the correction process analytically. Let @(x,y)be an
estimate of the detector efficiency function @(x,y).If I (x,y) is the
imageobtained with a perfectly uniform detector, a real image R
(x,y) may be expressed as

l@(x,y) I (x,y) . @(x,y).

Flood correction is accomplished by dividing Eq. ( I) by a noisy
estimateof theefficiencyfunction @(x,y).

1'(x,y)= I (x,y) @x,y)
r(x,y)

Dropping the explicit arguments x and y and representing the noisy
estimates I and@ in terms of the mean values plus a noise term, we

C + Ã´(

Expanding the denominator, we obtain

As the noise in the calibration image, Ã´, approaches 0, 1' ap
proaches the image that would be obtained with a perfectly uni
form camera. Now consider what happensif@ is convolved with
a smoothing function 5:

i'=U+@I).
S* (i+Ã´r)

Again, expanding the denominator we arrive at

- -@
I'=(l+@l).â€” lâ€”â€”-â€”--â€”+...

S*@ S*@

The deterministic error is given by the ratio of@to the smoothed
@.Now ifS is a normalized, symmetric function strongly peaked

compared with @,then@ may be taken out of the convolution inte
gral:

i'=(i+Ã”I).(l â€”S*@r/@).

With this approximation, Eq. (7) givesan identical answerto Eq.
(4) except that the noise amplitude has been reduced by smoothing.
Thisapproximationwasvalidfor thesimulateduniformflood,but

l,=S* [I.fl.â€”1-+S* [Ã”I.fl.â€”1â€”.
5*@ S*r

vision.

not for the experimental floodobtained from the commercial to
mograph.

This sameformalism can beextendedto describewhat happens
if both the data and calibration flood are smoothedwith the same
function:

i'=S@[(T+@l).fl. 1 . (8)
S * (@+ @5r)

Expanding the denominator, we obtain

@ (9)S*r SIC

Since Ã´/@is on the order of 1%for a 30-million-count floodand
smoothing will further reducethe relative error, the second-order
term can be dropped:

( I0)

This states that the corrected image after smoothing both the data
and flood images is given approximately by the smoothed mean
data divided by the smoothed mean efficiency function plus noise
terms.

IfS is a peaked function relative to the mean image distribution
I, I maybeexcludedfromtheconvolutionintegraltogive

1'=i+(S*[Ã´I.fl)/(S*@). (II)

The resultant image in this case is the mean image plus
smoothed error terms.
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