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Using computer simulations, we have developed a theoretical model to explain
the correlation between counting losses and image artifacts in single-crystal
Nal(Tl) scintillation cameras. The theory, valid for scintillation cameras of the
Anger type, is based on the physical properties of the Nal(Tl) crystal. Based on a
statistical model using random numbers, pulse trains of the light pulses from scin-
tillations were simulated. Pulse-height distributions for different event rates were
calculated, with various Compton distributions. Images of point sources and line
sources were generated. Counting losses and image artifacts were dependent on
the shape of the pulse-height distribution. The calculated counting losses de-
creased with larger Compton distributions, due to increasing numbers of pileup
events in the energy window; this also caused severe image distortion. The im-
provement of the spatial resolution with pileup rejection was demonstrated. The
theoretical results are in good agreement with experimental results obtained previ-
ously.

It is concluded that, in modern cameras, the decay time of the scintillation deter-
mines the amount of pileup, and the resolving time of the electronics governs the
count rates. The results indicate that in some modern cameras the limits of the

count-rate capacity in Anger cameras may be reached.
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Rapid biological processes are nowadays studied
more and more with radioactive tracers and scintilla-
tion-camera imaging. To collect enough events during
short time intervals, high activities must be used. In
nuclear cardiology, for example, activities of Tc-99m in
the range 0.35-1.0 GBq (10-30 mCi) are frequently
needed. In emission computerized tomography with
scintillation cameras, high activities might also be used
(1-3).

When a single-crystal Nal(Tl) scintillation camera
is exposed to high photon fluence rates, the counting
losses become considerable. In addition, pileup of pulses
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may occur, leading to a deterioration in the quality of the
image due to wrongly positioned events.

The importance of a reliable assessement of the
count-rate capacity of a scintillation camera, enabling
a clear distinction to be made between correctly and
falsely positioned events, has been demonstrated in
earlier works from this department (4-7). Similar
studies elsewhere have also shown the correlation be-
tween counting losses and image distortion (8-13). These
papers explicitly—and others (/4-18) indirectly—show
that the counting rate is determined by the total photon
fluence rate impinging on the Nal(TI) crystal and not
by the registered counting rate in the energy window.

No theoretical evaluation of the correlation between
counting losses and image artifacts in Anger scintillation
cameras has yet been published. The aim of the present
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investigation is to present such a theory and to compare
it with experimental results.

THEORY

Scintillation-camera pulse arithmetic. This general
theory deals with the physical properties of the Nal(TI)
crystal. When photons interact with a Nal(TI) crystal,
usually 13 mm thick in Anger cameras, scintillations are
produced. The light has a rise time of 60 nsec and de-
creases with decay times of 0.23 usec for 60% of the light
pulse and 1.15 usec for the remainder (19, 20). Consider
the typical train of events shown in Fig. 1. Let a photon
generate a light pulse, Wo, in the crystal. After a time
T, the next photon produces a pulse, W, while a re-
sidual portion, U, from pulse Wy still remains, and so
on. In the general case, when the nth light pulse, W, is
created a time T, after the (n — 1)th light pulse, the light
remaining from all the preceding events is Uy,

In a scintillation camera, the positioning signals, X,
and Y, are generated simultancously. These signals are
proportional to the position of the photon event in the
crystal times the photon energy dissipated, and must
therefore be divided by the “energy signal,” Z,, to give
the energy-independent position signals X}, and Y}, (20,
21). Assuming that the pulses decay exponentially with
decay time TK, the equations for the three signals Z,,,
X}, and Y, describing the nth event become

Z,=Wop+ U, =W, +Z,_exp(-T,/TK) (1)
Xn + Xp—1 - exp(=T,/TK)

X, = 2
Z (2)
Y;, — Yot Yoo ‘;Xp(_Tn/TK) 3)

All events in the crystal gencrate these signals, but
only those events whose pulse heights, Z,, fall within the
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FIG. 1. Pulse train with full-energy pulse height, Z,, generated the-
oretically. Also indicated are pulse-height window, A Z, and pi-
leup-rejection level, DEL.
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pulse-height window, AZ, around Z, are recorded (Fig.
1). This is the same as the condition:

|Za—Zo| <1/2-AZ 4)

Misplaced events will occur when an event takes place
before earlier signals have almost completely decayed,
and also when two or more events, each with energy too
small to be detected separately, fall within a time interval
small enough for the sum of the Z-signals to be accepted
in the window (pulse pileup).

The actual degree of faulty placement can be still
larger if in the electric circuitry the positioning signals
are summed on the tails of the earlier voltage signals. In
some modern cameras this is avoided by buffering the
signals (22). Further improvement is achieved when
pulse-pileup rejection is applied (22), reducing the rel-
ative number of misplaced events.

MATHEMATICAL MODEL

Time interval between interactions. The time interval,
T, between consecutive scintillations in the Nal(TI)-
crystal, caused by the interactions of the photons, is ex-
ponentially distributed (23). The intensity of the scin-
tillation light was idealized assuming that all pulses have
zero rise time and an exponential decay with decay time
TK. In the theoretical calculations, the times of arrival
of photons in terms of the time intervals, T, between
events are needed, and it can be shown (see Appendix)
that, using the uniformly distributed random number,
=, the relative decay of a pulse during time T is given
by

exp(—=T/TK) = EV/(TKIA) (5)

where IA is the event rate in the crystal. The product
TK-IA determines the probability for pulse pileup. In
Table 1, the values of the event rate IA are given, for
several values of the product TK-IA, for two relevant
decay times (0.2 usec and 1 usec).

Interactions in the crystal: monoenergetic source in air.
If the photon source emits monoenergetic photons of
energy E,, and is situated in air, essentially all the pho-
tons reaching the crystal have energy E,. For monoen-
ergetic photons interacting in the crystal, either total
absorption or partial absorption (due to Compton effect)
of the photon energy occurs. The pulse height corre-
sponding to full-energy absorption is denoted by Z,,.

In this so-called “air case,” the pulse-height distri-
bution due to partially absorbed photons, the “Compton
distribution,” is approximated by a uniform distribution
from zero energy up to a maximum energy, Ec, the
Compton edge, given by

E¢=L myc? = 511 keV 6)
] 4 T
2E,
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TABLE 1. THE EVENT RATE, IA, FOR
DIFFERENT VALUES OF THE PRODUCT OF
DECAY TIME AND EVENT RATE, TK-A

Event rate, sec™!

TK-A TK = 0.2 usec TK = 1.0 usec
10~4 5-102 102
1073 5-10° 103
102 5-104 104
10~ 5.105 105
10° 5-108 108

The fraction of events in the Compton distribution is
denoted by C, and hence the fraction of full-energy
events is (1 — C). The details are described in the Ap-
pendix, which also includes a description of the simula-
tion of a pulse train using uniformly distributed random
numbers.

Interactions in the crystal: monoenergetic source in a
scattering medium. When a monoenergetic emitter is
immersed in a scattering medium, the so-called “water
case,” the photons impinging on the crystal are no longer
monoenergetic, but include a continuous energy distri-
bution of photons singly or repeatedly scattered. The
pulse-height distribution resulting from a continuous
distribution of impinging photons will also show a con-
tinuous distribution, from zero to Zo, the full-energy
pulse height.

The effects of the interactions in both the crystal and
the scattering medium are approximated in the calcu-
lations by using a pulse-height distribution trapezoidal

in form between zero and Z, and a spike at Z, corre-
sponding to the full-energy events. This pulse-height
distribution is simulated using the uniformly distributed
random numbers mentioned earlier, the details being
included in the Appendix.

Pileup rejection. Modern scintillation cameras are
equipped with some kind of pileup-rejection circuit. The
details of these differ for different types of cameras, but
their main purpose is to remove the summed pulses. In
the theoretical treatment, a pileup-rejection level (de-
noted by DEL) was introduced such that for a light
pulse, W, occurring when the residual light signal, U,
was greater than the selected rejection level,

U = DEL

the corresponding event was not recorded (Fig. 1).

Simulated images. Two source geometries were sim-
ulated (Fig. 2). The first consisted of four point sources
situated at the corners of a square, and was the same as
that used in our earlier experiments (4-6). Images of
parallel line sources with decreasing separation were also
generated and were chosen to investigate the influence-
of different event rates on spatial resolution. The coor-
dinates for photon events creating the images of the
sources were simulated by random numbers.

Computer simulations. The theoretical model de-
scribed above was written asa FORTRAN 1V program
and the simulations were performed on a laboratory
computer. The images of the sources were generated by
pulses, Z,,, accepted in the pulse-height window, AZ, and
not rejected by the pileup rejection condition if pileup
rejection were used.
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FIG. 2. Volumetric and 2-cycle gray-scale displays (semilog) of simulated four point sources for ‘‘air case’ and ‘‘water case.” Images
are shown for TK-IA = 1074, 1072, and 10°. For “‘water case’, parallel line sources are also simulated. No pileup rejection is used.
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The evaluation of the results for the images of the four
point sources used the same technique as that described
in Ref. 6. Thus, a region of interest between the four
sources in a shape of a “cross’’ was selected. Inside this
cross, the pulses in the theoretical treatment are due only
to pileup.

As a measure of image distortion, an index, R, was
defined (6) as

_ count rate outside the cross
total count rate in image

(®)

It was also possible to calculate exactly the numbers of
events that were correctly placed in the images of the
sources, corresponding count rates being denoted by
“Events in source.”

RESULTS

Pulse-height distributions. Examples of some simu-
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lated pulse-height distributions are given in Fig. 3 for
both the “air case” and the *“water case.” In the “air
case” in which monoenergetic photons impinge on the
crystal, the value C = 0.1 is used for the Compton frac-
tion. This is a realistic figure for the 140-keV photons .
from Tc-99m, and means that 10% of the events regis-
tered in the crystal lead to partial absorption and 90%
to total absorption of the photon energy. In this figure,
the value C = 0.4 is chosen for the “water case,” where
as mentioned above the continuous part of the pulse-
height distribution takes into account both the contin-
uous nature of the photon spectrum and the interactions
in the crystal. The number of full-energy events is thus
40% of the total number of events. The value of C is re-
lated to the scattering conditions, as shown previously
(6).

Results are shown for values of 104, 10~!, and 100
of the product TK-IA, the decay time times event rate.
The higher the event rate, the greater the distortion of
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FIG 3. Simulated pulse-height distributions for ‘‘air case” with C = 0.1 and *‘water case’’ with C = 0.6. Examples with product TK-IA
= 1074, 107, and 10° are given. A 30% pulse-height window is indicated. Shaded areas represent pulses accepted if pileup-rejection

level (DEL) is 0.01-Zo; and unshaded areas indicate pileup pulses.
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Count losses

I

0/

FIG. 4. Count losses calculated for a 30%
energy window centered over full-energy
pulse-height position, as a function of the
product TK-IA for C = 0.2, 0.4, 0.6, and
0.8. Effect of pileup rejection on count
losses is shown for two pileup-rejection
levels, 0.01-Zo and 0.001-Z,. Ratios of
count rate in a higher pulse-height window,

103

the pulse-height distribution. In the figures, a 30% en-
ergy window centred around the full-energy pulse-height,
Zy, is indicated. Depending mainly on the fraction of
events in the Compton distribution, an increasing
number of pileup pulses will fall within this window,
increasing the event rate. The greater the Compton
distribution, the greater the number of pileup pulses
generated. In the diagram, the hatched areas represent
the fraction of pulses accepted when a pileup-rejection
level, DEL = 0.01.Z, is chosen. Further calculations
with other shapes of the Compton distribution have
shown that the results given in this work concerning the
influence on pileup were dependent mainly on the
number of events in the Compton distribution and only
to a minor extent on the specific shape of this distribu-
tion.

The influence of pileup events was further demon-
strated when counting losses in the 30% energy window
were studied. The count losses, defined as

“measured”’ count rate
expected count rate

Count losses = 1 — 9)
are plotted as a function of the product TK-IA in Fig. 4
for the “water case” with Compton fractions 0.2, 0.4, 0.6,
and 0.8. The smaller the Compton distribution, the
greater the apparent counting losses due to the de-
creasing number of pileup pulses that fall within the
window. To show the effect of pileup rejection, the
counting losses for rejection levels of 0.01-Zy and
0.001-Z, are also given. When pileup rejection was used,
the largest counting losses were found for the smallest
values of the rejection level (DEL) and there was no
noticeable influence of the fraction of events in the
Compton distribution.

Also indicated in this figure (dashed lines) is the ratio
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B (see insert), to count rate in original

TK- 1A window, A, are shown as dashed lines.

of the counting rate in a pulse-height window, B, just
above the usual one, A, (see insert in Fig. 4) to the
counting rate in window A. This ratio has an almost
linear dependence on the counting rate, and varies only
slightly with the fraction of events in the Compton dis-
tribution. The occurrence of a linear relationship of this
type has been shown experimentally earlier (24).

Simulated images. In Fig. 2 the digital images of the
simulated four point sources and line sources are dis-
played as volumetric (35) or 2-cycle gray-scale (26)
images. The effect of the product TK-IA on the images
is demonstrated in Fig. 2 for the values 10~4, 10~2, and
109, A Compton fraction of 10% (C = 0.1), was used for
the “air case” and 60% (C = 0.6), for the “water case”
(6).

It is obvious from Fig. 2 that, in addition to the original
sources, some artifacts are also present in the simulated
images. These false events are positioned closer to the
source in the “air case” and extend farther out between
the sources in the “water case,” in which photons are
scattered within the source. With larger Compton dis-
tributions, the probability increases for coincidences of
two or more photons scattered from different regions,
in which case the resulting pileup pulse is accepted in the
pulse-height window and positioned somewhere between
the sources. For smaller Compton distributions, most of
the pileup pulses in the window are due to full-energy
pulses, each superimposed on the tail of a previous one
and causing only a slight misplacement, if any.

Pileup events in the image were evaluated by summing
the events in the “cross” mentioned earlier, and in Fig.
SA, values of the index R for different relative widths,
A1/1, of this cross are listed. The value of R decreases
when the width increases, since the cross will cover areas
with increasing numbers of slightly misplaced events.
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FIG. 5. Fraction of total events in simulated image of four sources
registered with 30 % pulse-height window, plotted against product
TK-lA. (A) “With right position’’ outside the ‘‘cross”’, i.e., index R,
for different widths of cross. (B) Correctly positioned within sources
(“Events in source’’), together with counting losses for pileup-re-
jection levels of 0.001-Z¢, 0.01-Z,, and . For comparison, curve
with relative cross width 0.67 from A, above, is included. (C) Index
R for different values of fraction of events in Compton distribution,
together with count losses for *‘air case’ and ‘‘water case."

The count rates within the images of the four sources
were calculated. These values are given in Fig. 5 B as
fractions of the counting rate in the total image (“Events
in source”’), with and without pileup rejection at DEL
0.01-Zo and 0.001-Z, together with the R values for the
cross with relative width 0.67. Also included in the figure
are the corresponding counting losses. The data are for
the “water case” with a Compton fraction C = 0.6 and
a 30% pulse-height window. The values determined for
the “Events in source” are much lower than the R values

Volume 21, Number 3

BASIC SCIENCES
INSTRUMENTATION

calculated with the *“‘cross” technique because, in the
former, values for only a few slightly misplaced events
are included, whereas in the latter such events are much
more frequent. With pileup rejection, the fraction of
correctly placed events increases due to exclusion of the
false events, the exclusion being greater the smaller the
pileup-rejection level used. The fraction of the total
events correctly placed in the image (*“Events in source™)
was found to be almost independent of the fraction of
events in the Compton distribution.

Counting losses increase when pileup rejection is ap-
plied, but this is accompanied by increased reliability of
the image information. In Table 2, the fraction of events
with “right position” (“cross” technique) and events with
“true position” (“Events in source) are given for
counting losses of 10, 30, and 50% for different pulse-
height distributions. From this it is seen that specifying
the count-rate capacity of a scintillation camera only as
the value of the counting losses is quite insufficient: the
recorded events must be useful events and not pileup
pulses degrading the image information. The number of
misplaced events is strongly dependent on the fraction
of events in the Compton distribution. In Fig. SC the
change in the number of misplaced events in the cross is
given, with varying amounts of scattering, together with
the counting losses. The fraction of the total events in the
image positioned outside the cross (index R) decreases
when the relative number of events in the Compton
distribution, C, increases, because of the increased
number of pileup pulses recorded in the window, as
mentioned earlier. Furthermore, the larger the number
of pileup pulses recorded, the smaller the apparent
counting losses. At the foot of Fig. 5, the values of the
corresponding event rates, IA are given for the decay
times (0.2 usec and 1 usec) used in Table 1.

Count-rate curves. In Fig. 6 the counting rates that
might be observed in a 30% pulse-height window are
plotted as a function of the expected counting rate in that
window for the “water case,” with C = 0.6. The fraction
of the total event rate, IA, within the pulse-height win-
dow, giving the expected counting rate, has been calcu-
lated for a value of 0.2 usec for the decay time TK.

The curves in Fig. 6 A show the counting rates that
could be measured in the camera if all events could be
processed without any losses in the pulse-handling cir-
cuitry. These curves thus show the optimal count-rate
capacity obtainable with the large Nal(TI) crystals in
scintillation cameras with the assumptions used in the
above theory. The same technique for evaluating the
images of the four sources as used experimentally in Ref.
6 was simulated. Thus with the same nomenclature as
in Ref. 6, the “Total” counting rate in the whole image,
the counting rate outside a cross with relative width 0.67
(designated “With right position™), and the counting rate
inside the cross (“Pileup”) have been calculated. The
‘patterns of the curves in Fig. 6 A are the same as the
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TABLE 2. THE FRACTION OF THE TOTAL NUMBER OF EVENTS IN THE IMAGE OF THE FOUR
POINT SOURCES WITH “RIGHT” (“CROSS” TECHNIQUE) AND “TRUE” (“EVENTS IN SOURCE”)
POSITIONS

Fraction of
event rate, “Right position"’ *‘True position’’
Theoretical C, in Compton Count losses (%) Count losses (%)
model distribution 10 30 50 10 30 50
“Air” 0.1 0.99 0.98 0.96 0.68 0.46 0.18
“Water"’ 0.2 0.98 0.96 0.92 0.64 0.30 0.15
0.4 0.97 0.91 0.81 0.57 0.25 0.10
0.6 0.92 0.76 0.56 0.39 0.10 0.04
0.8 0.46 0.25 0.17 0.03 0.01 0
Pileup rejection
DEL = 0.01-Z¢ 1.00 1.00 1.00 0.91 0.74 0.60
DEL = 0.001-Z, 1.00 1.00 1.00 0.96 0.87 0.75

results in Ref. 6 for a scintillation camera without pileup
rejection.

The simulated counting rates, however, are ten times
the experimental values. This can be accounted for by
a resolving time, 7, of a few microseconds in the pulse-
handling circuits. It was therefore assumed that a non-
paralyzable resolving-time correction (23) should be
applied to the theoretical count rates, which hitherto had
taken only the properties of the Nal(TIl) crystal into
consideration. The count rates were reduced by a factor,
k, for the corresponding event rate, IA, in the total
pulse-height distribution, k being given by:

I
T1+IA-T

In Fig. 6 B, the same curves as in Fig. 6 A are shown,
with a nonparalyzable resolving time, 7, of 1 usec. The
total maximum counting rate now obtainable is
240,000/ sec.

The counting rates of events in the images of the
sources (“Events in source”) were also calculated. These
values start to decrease at expected counting rates of
10,000/sec. The maximum obtainable counting rate is
140,000/sec if only the decay time of the scintillations
is considered, and falling to 80,000/sec if in addition a
resolving time of 1 usec is applied.

The counting rates when pileup rejection was simu-
lated are shown in Figs. 6, C and D. The first figure
shows the maximum counting rates obtainable if only
the Nal(TI) crystal is concerned, while the second shows
the same curves if a resolving time of 1 usec is assumed
for the camera. Curves for a pileup-rejection level (DEL)
of 0.001-Zy and 0.01-Z¢ are given, as are both the
counting rates in the total image (“Total™) and the event
rate in the images of the sources (“Events in source”).
The larger the number of pileup pulses rejected, the
smaller the counting rate recorded. No false events can

k (10)
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be recorded in the cross, and only a small number of
events are slightly misplaced.

With the simulated pileup rejection, the total maxi-
mum counting rates obtainable with zero resolving time
were 140,000 and 200,000/sec, and with a resolving time
of 1 usec were 80,000 and 100,000/sec. Corresponding
values for the “Events in source” are 100,000 and
130,000/sec, and 65,000 and 75,000/sec. The count-rate
curves decrease very rapidly at high event rates in the
crystal, for then the probability of pileup becomes very
large and most of the incoming events are rejected. This
decrease at high counting rates is accounted for by the
properties of the crystal only and is not attributed to any
resolving time of the circuitry.

Spatial resolution. To show qualitatively the influence
of different count rates on spatial resolution, profiles
through the images of the line sources were generated.
In Fig. 7 the results of these simulations are shown for
the “air case” (C = 0.1) and the “water case” (C = 0.6).
Examples are given for values of the product TK-IA
equal to 1074, 1072, and 10°. Increase of this product
decreases the resolution. Also, without pileup rejection
the relative number of events in the Compton distribution
affects the dependence on the counting rate. In the
“water case,” the degradation due to misplaced events
in the image is more pronounced than in the “air case.”
The pileup rejection available in the simulations showed
that the influence of the pulse-height distributions on the
spatial resolution was eliminated.

The reduction in the relative number of misplaced
events will obviously increase the spatial resolution, and
this might be one of the factors explaining the improved
spatial resolution of modern scintillation cameras over
the older types, noticeable in clinical studies.

DISCUSSION

The model presented here has delivered simulations
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FIG. 6. Count-rate curves simulated for the four point sources with 30% pulse-height window for ‘‘water case,’ with C = 0.6. (A) Count
rates in energy window if only a scintillation light decay time of 0.2 usec is assumed. (B) Same curves as in A with additional assumption
of nonparalyzable resolving time of 1 usec. (C) Same curves as in A but with pileup-rejection levels of 0.01-Zy and 0.001-Z,. (D) Same

curves as in C but with added resolving time of 1 usec.

of image artifacts and counting losses in single-crystal
Nal(Tl) crystal scintillation cameras. The overall
characteristics of the theoretical pulse-height distribu-
tions are in agreement with experimental data published
by us (3, 6) and by others (8, 9, 24). By dividing the pi-
leup pulses recorded within an energy window into
summed Compton or full-energy pulses, the appearance
of the image artifacts that have been found experimen-
tally (4-6, 8-13, 24) under various conditions of scat-
tering can be satisfactorily explained. Experimentally,
several authors have reported (/4, 18, 24, 27-33) that
counting losses vary with scattering conditions and the
width of the energy window, and have shown that the
*“dead time” of a scintillation camera varies with these
parameters. It has been shown in our theoretical treat-
ment that counting losses for a given scattering condition
depend mainly on the total event rate in the crystal and
only to a minor extent on the specific shape of the
pulse-height distribution. Variations in apparent
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FIG. 7. Profiles through centers of simulated line sources for *‘air
case’’ with C = 0.1, and ‘“‘water case'’ with C = 0.6. Results are
given for three values of product TK-1A: 10™4, 10~2, and 10°. Note
deterioration of spatial resolution with increasing event rate, due
to misplaced events.
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counting losses are due to the different numbers of true
and pileup pulses recorded in the energy window chosen.
The statement that the counting losses are determined
by the overall shape of the total spectrum has been put
forward by some authors (3-8, 16, 18, 33-35). The
simulated theoretical values of the index R showed the
same correlation with the shape of the pulse-height dis-
tribution as was obtained experimentally (4-6).

The degradation of spatial resolution at high count
rates observed experimentally in different types of
scintillation cameras (9, 10, 13, 36, 37) has been shown
to agree with the theoretical results obtained here. In
addition, it could also be shown theoretically that a major
improvement in the quality of the image was achieved
when pileup rejection was simulated in the images, both
for the four point sources and the line sources. This effect
of pileup rejection on the spatial resolution has been re-
ported elsewhere (9, /3), the results being in agreement
with the theory presented here. Rejection of the pileup
pulses thus ensures improved digital information in the
image.

The simulated count-rate curves showed the same
characteristics as those obtained experimentally (6).
Theoretically, with a given pulse-height window, the
maximum obtainable counting rate that could be ex-
pected from scintillations in the Nal(TI) crystal was
estimated taking both true and false events into consid-
eration and, if a nonparalyzable resolving-time correc-
tion was applied, good agreement between the theoretical
and experimental count rates was found.

CONCLUSION

With a suitable theoretical model, simulations on a
computer have made it possible to explain the causes of
image artifacts and counting losses at different photon
fluence rates in Anger scintillation cameras. The results
are in good agreement with experimental data published
earlier. The rate of photon interactions in the Nal(Tl)
crystal determines the number of pileup pulses due to the
decay time of the scintillation light, whereas the maxi-
mum obtainable counting rates in an energy window are
limited by the resolving time of the camera’s elec-
tronics.

That part of the total event rate generating the scin-
tillation image is determined by the width of the pulse-
height window. The number of pileup pulses falling
within this window is related to the shape of the energy
distribution of the photons. Counting losses and image
artifacts thus vary with the amount of scattering material
between source and detector. Rejection of the pileup
pulses reduces this variation. Reliable measurements of
the counting rate will be obtained only if adequate pileup
rejection is applied to ensure that the measured count
rate consists mainly of events correctly placed.

The theoretical calculations show that at expected
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counting rates as low as 10,000/sec counting losses and
image artifacts may appear. Taking into consideration
only the decay time of the scintillation light in the
Nal(TI) crystal, the maximum obtainable counting rates
for correctly positioned events are of the order of
150,000/sec. If, in addition, a resolving time of 1 usec
in the circuitry is assumed, the maximum obtainable
counting rates will be of the order of 100,000/sec. The
results with simulated pileup rejection indicate that the
count-rate capacities for some modern cameras—for
example that shown for one of the cameras in Ref.
6—tend to approach the limits for single-crystal Nal(Tl)
scintillation cameras while still maintaining good image
quality.
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APPENDIX

Time intervals between consecutive registrations. The source used
in the simulations is monoenergetic and emits photons that interact
in some of the cases studied with a scattering medium before ar-
riving at the detector. The photons are assumed to arrive in a
Poisson stream and hence the time, T, between two consecutive
arrivals is exponentially distributed, with distribution function

t<o0

t=20 (A1)

0
Fr(t) = {l — e-lAd

where IA is the event rate in the crystal.

The assumed simplified shape of the pulse from one registration
is shown in Fig. 1, in which a pulse train is illustrated. The pulse
rise time is assumed to be zero and the decay is exponential, with
a decay time TK, where TK = 1.44 T} ,,. Pulses from adjacent
events are assumed to add linearly.

Of interest here is to determine the amount of “tail” persisting
from the previous pulses when the pulse of interest arrives. Thus
the aim is to study the distribution of pulse heights registered at
the times of photon arrival. As is easily seen from Fig. 1, the fol-
lowing relations apply:

U, = Wo-e TI/TK
Uy = Wg- e~ (T1+T2)/TK
+ W, . e~To/TK

=7, .e-T/TK

and Z, = W, + Uy;

and Z; = Wy + U;
: (A2),

Up = Zp—y -~ To/TK and Z, = W, + U,

The distribution of T is well known, but the distribution of e~T/TK,
the decay factor, is not known trivially. For simulation purposes,
the stochastic variable Q = e~T/TK is conveniently generated as
the transformation of a variable =, uniformly distributed in the
interval (0, 1), i.e., with distribution function
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0 £E<0
Fz(§) ={¢ 0<g=<l (A3)
1 E>1
; The distribution function of Q, Fq(q), is by definition
Fo(q) = P(Q < q). (Ad)

" Using the known properties of the variable T, the result becomes

Fo(q) = q'ATK (AS)
By making the transformation
V = Z1/UATK) (A6)
a new variable, V, is created with a distribution function
Fv(v) = P(V < v) = vIATK (A7)

The distribution functions of this transformed variable, V, and the
variable Q are thus identical.

The computer used for the theoretical calculations contains a
generator giving random numbers uniformly distributed in the
interval (0, 1). Consequently, by applying the transformation
defined above, the random-number generator will give random
numbers Q = e~ T/TK with the correct distribution function Fg(q).
This technique is used in the theoretical study that is performed
as a simulation of the real situation with random-number gener-
ation, first, of the decay factor e~T/TK and of the pulse-height
registered; later, in the image-creation process, simulation of where
the incident photon originated.

For a continuous stochastic variable, V, with distribution
function Fy (and inverse Fy~'), it can be shown generally that by
putting

V = Fy~I(E), (A8)

the available uniformly distributed variable, =, is transformed into
the desired variable, V. This relation will be used in the following
sections.

Pulse-height distributions. /nteractions in the crystal: mono-
energetic source in air. The monoenergetic photons, impinging on
the crystal with energy Eq, are either absorbed totally (giving
full-energy events) or only partially due to the escape of Comp-
ton-scattered photons. In this “air case,” the energy range covered
by the partial-absorption events goes from zero up to Ec, the
maximum energy of the Compton electrons (Eq. 6). In the model
used here, this “Compton distribution™ is approximated by a
rectangular distribution from zero to Ec, containing a fraction,
C, of the total number of registered events. Thus, the full-energy
events constitute the fraction (1 — C). The energy, E, absorbed in
the registration of a photon, is a stochastic variable with a fre-
quency function fg(e), the energy spectrum, shown in Fig. 8. The
distribution function, Fg(e), also shown in Fig. 8, is given by

0 c<0
co£ 0<e=<Ec
Fe(e) = Ec (A9)
C Ec <e<E,
| e2E,

By transforming the uniformly distributed stochastic variable,
=, available in the computer according to Eq. A8 using the dis-
tribution function in (A9), the result is the desired variable E:

Ec — ~
=<z o0<E<C

E={C (A10)
Eo C<Ec<lI
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FIG. 8. Energy absorption in crystal due to emission of monoener-
getic photons in source, frequency function fg(e) and distribution
function Fg(e) for “‘air case’’ and for ‘‘water case.’

The stochastic variable W, the pulse height due to the interac-
tion of a photon upon arrival, is simply proportional to E, the
proportionality constant being Z,/E,, where Z, is the pulse height
corresponding to energy E,.

w==2E={E C~
E,

0 (All)
Z, C

<ELC
<E=<I

The expected value of the total pulse height, Z, as measured
exactly at the time of arrival of a photon, is denoted by mz. This
value is used as the starting value of the pulse height in the simu-
lations.

To get an expression of the expected pulse height, mg, it is useful
to rewrite one of the equations in (A2).

Z,=Wo+Uy,=W,+Z,_-¢cTo/TK (A2)
The expectation of this expression can be written as
E(Zs) = E(Wy) + E(Zy-y) - E(e7T/TK) (A12)

the variables Z and T being independent. The definition of ex-
pected value gives

IA-TK
1+I1A-TK
For large values of n, i.e., large numbers of events, the expected

values of both Z, and Z,_, tend toward the value mg, leading to
the relation:

E(e-T/TK) = f " () e TK di = (A13)

IA-TK
1+IA-TK

The expected value of the absorbed energy is casily calculated to
be

mz=£)E(c)+ mz (A14)
Eo

E(e) =0.5C-Ec+ (1 —C)-Eo (A15)

which gives finally

mz=Zo(§%+(l—C))(]+lA-TK) (A16)

To summarize, monoenergetic photons impinging with expo-
nentially distributed time intervals on the model scintillation
camera can be simulated on the computer using Eqs. A2 and A6.
Each photon results in energy absorption in the crystal, described
by the distribution function in (A9). This energy absorption leads
to a pulse being generated, and the pulse height due to the ab-
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sorption of a photon at the time of arrival is simulated on the
computer using Eq. A11. In the simulation of a pulse train, the
starting value of the pulse height is taken as the expected value of
the registered pulse height at the time of arrival of the photons,
given in Eq. A16.

Interactions in the crystal: monoenergetic source in a scattering
medium. Next, consider the case when the monoenergetic source
is surrounded by some scattering medium, the “‘water case.” On
account of the scattering processes in this medium, the photons
impinging on the crystal will no longer be monoenergetic but will
include a continuous distribution of photons.

To describe this situation, we used a simple approach in which
a model of the pulse-height distribution was adopted. This distri-
bution is supposed to include both the effects of the impinging
continuous photon distribution and of the varying energy ab-
sorption distribution in the crystal.

The pulse-height distribution used is shown in Fig. 8 and the
distribution function is given by

0 e<0

BS -
Eo 2E.

| e>E,

As before, the fraction of partial-absorption events is denoted by
C, the full-energy events constituting the fraction (1 — C). This
gives the following relation between the parameters A, B and
C:

Fe(e) = (B—A) 0<e<E, (Al7)

C=05(A+B) (A18)

In the transformation from the uniformly distributed variable,
=, to the absorbed energy E according to Eq. A8, using the dis-
tribution function (A17), three separate cases must be consid-
ered:

Case:A=B=C

E_[E/C 0<E<C
1 C<Ex<I
Casell: B> A
E=( B _I( B )2 2% }l/Z)Eo 0<E<C
B-A |lB-A] B-A (A19)
E, C<EZc<l
CaselIl. B< A
( B |( B )2 2E ll/z)Eo 0<E<C
E= + -
B-A [\B—-A B—-A
E, C<Ec<I

As in the former case, the expected value, mz, of the pulse
height, Z, registered at the time of arrival of the photons is used
as the starting value in the simulation of a pulse train. For an ar-
bitrary distribution of the energy absorbed in the registration of
a photon, the following expression for mz was deduced earlier
(A14):

IA - TK
1+1A-TK

The expected value E(e) of the absorbed energy for the distribution
used in the “water case™ is

mz=éE(c) +mz (A14)
Eo

B C
E(e) = Eo (I e ?). (A20)

which results in the following expression:

mz=7o(l—%—§(l+lA-TK) (A21)
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Thus, the simulations of the two cases studied, the “air case”
and the “water case,” are performed similarly, the only difference
being in the shape of the distribution of the energy absorbed in the
crystal due to the emission of a monoenergetic photon from the
source.
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