
The performance of scintillation cameras can be
measured using a variety of tests and procedures that
depend on the purpose of the measurement and the test
equipment available. Most performance measurements
are made for one of three reasons: (a) by the manufac
turer to test and specify the equipment he sells, (b) by
the customer to test new equipment against the manu
facturer's claims, and (c) by the user as part of a periodic
quality-control program. For each category the re

quirements are quite different: for example, in the case
ofquality-control testing it is important that the test be
easily performed and that it test those performance pa

rameters that are likely to change. On the other hand,
manufacturer's specifications must be accurate, repro
ducible, and quantitative to allow intercompanisons.

This paper describes the NEMA performance mea
surement standard for scintillation cameras, which was
developed by the Standards, Technical and Regulatory
Committee of the Nuclear Section of the National
Electrical Manufacturer's Association (1 ). The purpose
of this standard is to provide uniform criteria for the
measurement and reporting of the scintillation-camera
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performance parameters by which a manufacturer may
specify his device. The standard describes measurements
that are sufficiently precise to allow intercompanison of
devices from different manufacturers. A customerwith
adequate test instruments may check his camera against
some or all of the specifications, or may ask an inde
pendent organization to do so. However, a complete and
accurate characterization of the imaging device was the
primary objective of this standard, which occasionally

dictated the choice of tests not readily repeated else
where.We hopethat therewill soonbecomputerpro
grams that will allow most of these measurements to be
duplicated using computer systems that are in wide
spreadusein nuclearmedicinefacilities.

Although the NEMA performance measurement
standard (1 ) covers both single- and multiple-crystal
scintillation cameras, the present publication describes
only the section applicable to single-crystal cameras, and
many details are omitted here. Before attempting to
duplicate any of the measurements, the reader should
refer to the original for a complete description.

The NEMA standard establishestechniquesfor the
specification of the following scintillation-camera pa
rameters:(a) intrinsicspatialresolution,(b) intrinsic
energyresolution,(c) flood-fielduniformity,(d) spatial
linearity, (e) count-rate performance, (f) multiple

window spatial registration, (g) system spatial resolution,
and (h) system sensitivity. For each measured parame
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ter, the manufacturers will specify the â€œworst-caseâ€•

number, except in the case ofclass standards, which will
beidentifiedbelow.Establishinga â€œworst-caseâ€•speci
fication implies that the measurement be performed on
a large number of systems and that the performance of
new devices be monitored to ensure that the specification
is met. Certain time-consuming or less important pa

rameters were therefore declared as class standards, and
for these only â€œtypicalâ€•values will be reported by the

manufacturers.
All of the described tests are performed under con

ditions typical for static imaging with a 20% energy
window width (except for the measurement of energy
resolution) and at count rates varying from less than 10
K cps for spatial resolution and linearity measurements
to 30 K cps for uniformity measurements. Below the
specified count rates, performance is typically invariant;
performance at higher count rates is measured separately
to allow an assessment of deterioration of performance
with count rate.

INTRINSIC SPATIAL RESOLUTION

Intrinsic spatial resolution shall be measured in both
the X and Y directions and expressed as full width at half
maximum (FWHM) and full width at tenth maximum
(FWTM) of the line spread function. For this and other
measurements, two diameters are defined: (a) the useful
field of view (UFOV), which is the collimator's field
diameter; and (b) the central field of view (CFOV),

whichis 75%of thediameterof theUFOV. Formany
clinical applications, the CFOV may be more repre

sentative of the area occupied by the organ to be imaged;
the UFOV measurements will generally be worse due to
edge effects.

Line spread functions are measured using a lead mask
as close as possible to the crystal and covering the entire
field of view. The dimensions of the mask are shown in
Fig. 1. A point source of Tc-99m is located at a distance
of at least five times the useful field of view in order to
avoid magnification of the slit pattern and reduction of

sensitivity for slits far from the center. The slit separation

of 30 mm appeared adequate for present-day cameras
with spatial resolt@tion in the vicinity of 5 mm FWHM
without significant overlap between adjacent line spread
functions. The choice of a I -mm slit width was a delib
crate trade-off between sensitivity (counting time) and
accuracy of the FWHM measurement; the use of a
1-mm slit will lead to a less than I 0% overestimation of
FWHM for values above 3 mm (2).

The data are digitized with a digitization resolution
ofnot more than 0.1 FWHM perpendicular to the slits,
and 30 mm parallel to the slits. The slits, which extend
over the full field of view, are thus divided into short,
30-mm line segments, and the profiles at right angles to
the slits represent measured line spread functions aver
aged over 30 mm. Thus many values of resolution over
the face of the camera are obtained in one measurement.
For a camera with a diameter of 400 mm and a resolu
tion of4 mm FWHM, approximately 1000 channels are
needed perpendicular to the slits to keep the measure
ment err,or below 2%. The use of 256 channels will lead
to a systematic error of@â€•s5%in the calculated values (2).
The data can of course be taken with a one-parameter
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FIG. 1. OutlIneof leadmaskfor mea
surements of intrinsic resolution and lin
earity. Thickness of mask is 3 mm. DIGITIZE TO@ 0.1 X FWHM. TYPICALLY @0.3TO 0.6mm CHANNEL WIDTH
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HALF MAXIMUM,TENTH MAXIMUM AND CENTER LOCATION
FOR SPATIAL RESOLUTIONAND ENERGY RESOLUTION

PEAK VALUE

but the average value for 50 to 100 measurements will
achieve increased precision.

In our experience this technique gives results that are
reproducible to better than 0.1 mm. It completely
characterizes the resolution of the camera over the field
of view and (given the mask and data analysis system)
can be performed in a short time. Validation of the re
sults is possible with a 1024-channel analyzer, but re
quires more data-collection time. Most systematic errors
have been eliminated, the most significant remaining
error being due to the finite slit width, as discussed @1bove.
This error, however, does not invalidate comparative
results, since it gives a consistent overestimation.

INTRINSIC ENERGY RESOLUTION

Energy resolution shall be measured using a Tc-99m
point source located at a distance of at least five times
the useful field of view, with no collimator or scattering
material interposed between source and detector. It is
expressedas the ratio (or percentage)of photopeak
FWHM in keV to photopeak energy in keV. The full
width at half maximum and location of the peak are
calculated using the technique described in the above
section on intrinsic spatial resolution. Due to non
lineanities of NaI(T1 ) and possible offsets in the cm
cuitry, it is important to calibrate the spectrum in keV
by using a Co-57 source (energy I 22.1 keV).

INTRINSIC FLOOD-FIELD UNIFORMITY

Any quantitative description of flood uniformity
should be related to the visual judgment of flood qual
ityâ€”i.e.,it shouldshowa highdegreeofcorrelationwith
the opinion of a number of observers who are asked to
rank flood images according to subjective quality. In
general, observers will find a slow change in flood in
tensity much less objectionable than changes that are
similar in size to lesions and, therefore, can interfere with
a diagnosis. Sudden changes in flood intensity are vis
ually observable even if they are only a few percent,
whereas gradual changes of even 20% are hardly dis
cernible. While a number of quantitative measures of
uniformity have been proposed (3,4), these have not been
correlated to observer ranking. Before accepting any
particular measure of flood uniformity as a standard, a
study was undertaken (Moyer RA, Stoub EW, unpub
lished data) to correlate various numerical techniques
with observer ranking using more than 100 flood images
and five observers. The numerical techniques included
deviation from a bowl-shaped function, standard de
viation, and integral and differential measures of uni
formity (see below) calculated for flood data from the
UFOV and CFOV area. None ofthe quantitative mea
sures showed a correlation coefficient exceeding
0.5â€”particularly with the flood data from the
UFOVâ€”whereas observers showed a correlation of

HALF
PEAK VALUE â€”

TENTH PEAK VALUE

no. 2. SketthIllustratingmethodusedtocalculatefullwidthathalf
maximum (FWHM)and full width at tenth maximum (FWTM).

multichannel analyzer and a second lead mask to define
successive 30-mm segments on the camera's field of
view.

TheFWHM andFWTM valuesarecalculatedin the
following manner (see Fig. 2). The counts registered in
the peak channel are divided by two (or ten) to find the
half-maximum (or tenth-maximum) value. Since this
value is likely to fall between measured values on both
sides of the peak, linear interpolation from the nearest
two neighboring values is used to find the fractional
channel locations on both sides of the peak corresponding
to the half- (or tenth-) maximum. The difference be
tween these interpolated, fractional channels is the full
width, and since the units are channels, this value must
be converted to millimeters. The location of the peak is
determined as the average of the interpolated half-height
channel values calculated for each side of the peak.
Where possible, the separation between the two ad
joining peaks will be averaged to determine the milli
meters/channel calibration for each peak. Since a sep
arate calibration value is used for each FWHM and
FWTH value, possible slight differences in X and Y gain
and varying magnification over the field of view are
taken into account. The calculated values are not cor
rected for background or slit width, and all values for the
x andY axesareaveraged.ForapeakcountofI,000in
each line spread measurement, individual measurements
of FWHM and FWTM will show an appreciable error,
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better than 0.8 among each other. It must be concluded
that the eye is still the best qualitative judge of unifor
mity and quantitative measures proposed so far give only
a rough indication of flood quality.

With these reservations in mind, two measures of
flood-field uniformity were chosen: (a) integral unifor
mity as a measure of maximum deviation, and (b) dif
ferential uniformity as a measure of maximum rate of
change over a short distance. In addition, variations of
point-source sensitivity are measured.

Hoods are accumulated with a point source of Tc-99m
locatedat a distanceofat leastfivetimestheusefulfield
of view and with a minimum of 4000 counts per image
element in a 64 X 64 matrix at the center of the image.
In spite of an accumulation of â€œ@â€˜l2 million counts, the
data must be smoothed once with a nine-point filter

function having the following weightings:
121
242
121

Without smoothing, several matrix elements are likely
to be found deviating more than three standard devia
tions from the mean, or roughly Â±5%.Since the integral

uniformity will be comparable to 5% (at least for systems
with uniformity-correction devices) the smoothing is
required to reduce the random variations.

Integal uniformity is determined by searching for the
maximum and minimum values within the area of in
terest (CFOV or UFOV) and evaluating the expres
sion

. . Maxâ€”Mm
Integral uniformity = Â±100

Max + Mm

Differential uniformity is a measurement of the
worst-case rate of change of the flood field over a limited
distance. The flood is treated as a number of rows and
columns (slices). Each slice is processed by examining
five pixels from the first pixel within the field ofview and
recording the maximum difference. The start pixel is
moved forward one pixel and the next five pixels are
examined: This process is continued for all pixels in each
slice and the largest positive (+Max) and negative
(â€”Max) deviation for all slices is determined. Differ
ential uniformity is then derived as

. . . . (+Maxâ€” (â€”Max)
Differential uniformity = Â±100

(+Max) + (â€”Max)

The rangeof searchfor differential uniformity cor
responds approximately to the photomultiplier radius
in a 37-tube camera. Many flood-field defects occur with
a frequency of one cycle per tube diameter and are thus

detected with this definition of differential unifor
mity.

Flood-field nonuniformities can result from (a) small
spatial distortions and (b) variations in point-source
sensitivity (5, 6). Particularly for quantitation it is im

portant to separate the two effects and measure the
variations in point-source sensitivity. As a class standard,
point-source sensitivity shall be measured with a colli
mated small source of Tc-99m at each point of a matrix
centered in the UFOV with 3 cm between points on each
axis. The number ofcounts registered during a fixed time
interval are recorded. The time interval must be chosen

long enough to assure accumulation of more than
100,000 counts for each point in the matrix. After decay
correction, sensitivity variation is obtained by evaluating
the expression

Sensitivity variation Â±100 Maxâ€” Mm
Max + Mm

INTRINSIC SPATIAL LINEARITY

As in the case of flood uniformity, linearity must be
defined through absolute linearity, which measures the
maximum deviation from an ideal rectangular grid, and
through differential linearity, which measures short
range deviations from a straight line. For both measures
of linearity, the same data can be used as for the reso
lution measurement, since these are derived from short,
parallel, equal-spaced line segments in both X and Y
direction.

Absolute linearity is determined by establishing an
ideal grid from the measured data and determining the
maximum displacement from this grid. It is quoted in
millimeters. The ideal grid is established by using the
average spacing of peaks within the field of view. Dif
ferential linearity is given by the standard deviation, in
millimeters, for adjacent peak separations between all
peaks in the specified field ofview. Since each line seg
ment is 30 mm long, very abrupt nonlinearities are av
eraged out; instead, this measure of differential linearity
is sensitive to distortions between photomultiplier tubes.
The measurement of smaller distortions at high spatial
frequencies is possible (6), but requires much higher

accuracy and better statistical data.

INTRINSIC COUNT-RATE PERFORMANCE

Five parameters are used to characterize the count
rate performance of scintillation cameras: (a) input
count rate for a 20%count loss, (b) maximum count rate,
(c) the typical incident-as-opposed-to-observed count
rate curve, (d) intrinsic spatial resolution at 75,000 cps
(observed), and (e) intrinsic flood-field uniformity at
75,000 cps (observed). The first two parameters are
â€œworstcaseâ€•specifications; the latter three either require
large amounts of activity or are of secondary importance;
they are therefore typical values, i.e., they are quoted as
class standards.

The rate for 20% count loss will be calculated on the
assumption that the camera behaves as a purely para
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lyzable system below the 20%-loss rate, and thus will
follow the formula:

R0 = Re@@

where R is the input rate and R@is the observed rate. The
deadtime, r, shall be determined by a modified two
source measurement (7) and calculated according to the
formula:

R12 (R1+R2)
T= ln

(R1+R2)2 R12

where R1, R2, and 2will be described below. The count
rate for 20% count loss (R_20) will be calculated from
the formula:

1 10 0.2231
R_20â€”ln â€” =

T 8 r

The data are acquired by masking the camera crystal
to the UFOV and suspending one source near its axis at
some distance, greater than one meter, that will provide
thedesiredcountrate (R1).A secondsourcewith activity
within Â±10%of thefirst isaddedin sucha fashionthat
neither source obscures the other's view of the crystal,
and the combined rate (R1 2) is recorded. After removing
the first source,R2 is measured.To compensatefor the
decay of Tc-99m, the procedure is repeated in reverse
order. The count rate with both sources present, R12,
should approximate the anticipated count rate for 20%
loss. The above formula does not include the effects of
energy-window selection, which reduce the number of
counts actually displayed. However, the rate at which
20% of the incoming counts are lost (due to pulse pileup
and paralyzable deadtime) is generally not affected by
subsequent data loss. Most cameras are not purely par
alyzable systems, so this calculation is an approximation
only. Furthermore, deadtime may be dominated by
slower readout and display devices or by digital circuits
for uniformity correction, and therefore depends on the
particular configuration.

The maximum count rate is determined by slowly
approaching the detector with a source containing @-â€˜-â€˜2
mCi Tc-99m and recording the maximum rate. Care
must be taken to minimize scatter. This is a comparative
value only; it is indicative ofcounting losses at lower rates
and in the presence of scattering material, but the ab
solute value cannot be achieved in clinical studies.

As a class standard, the data for a typical incident, as
opposed to observed count-rate curve, is measured as
follows:

As shown in Fig. 3, a small source of Tc-99m in a
shielded container is positioned 1.5 m from the face of
the detector. The source intensity is varied by placing a
stack of copper absorbers, â€œ@â€˜2.5mm thick, over the
source. The attenuation of photons by each copper ab
sorber must be measured previously. The number of
absorber plates to produce a background-corrected count

DETECTOR

COPPERABSORBERPLATES

1.5M

SOURCE AND SOURCE HOLDER

FIG.3. Geometryusedtomeasuredataforcount-ratecurve.

rate no greater than 2,500 cps is determined. From this
count rate, knowing the calibration of each absorber and
the decay rate of the source, various known incident
count rates can be obtained by sequential removal of
absorber plates. This technique provides a method for
obtaining a complete count-rate curve without relying
on any particular model; it has been found to give es
sentially the same results as the decaying-source method
and it is less time-consuming.

In order to determine the extent to which resolution
and uniformity are degraded at high count rates, such
as might be encountered in first-pass cardiac studies, the
procedures described above to measure intrinsic spatial

resolution and intrinsic flood-field uniformity are re
peated at observed count rates of 75,000 cps.

MULTIPLE-WINDOW SPATIAL REGISTRATION

In studies using multiple energy windows, e.g., with
Ga-67, it is important that events collected through two,
or all three, windows should be displayed in the identical
location in order to avoid loss of resolution. The spatial
registration of images from each of the camera's energy
windows is measured using a Ga-67 source collimated
through a hole 3 mm in diameter and at least 6 mm in
length. This source is placed sequentially on the +X, â€”X,
+Y, and â€”Yaxes, at a distance from the center of the
UFOV circle equal to 75% of its radius. An image is
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accumulated at each position and through each energy
window independently; and the source location is de
termined, from which the maximum registration error
can be calculated.

SYSTEM SPATIAL RESOLUTION

While intrinsic spatial resolution is a convenient pa
rameter for comparison of systems, the performance of

cameras in clinical situations is better characterized by
system resolution. This, however, is a function of the

particular collimator used, and the large variety of col
limators available makes system comparisons more
difficult. Information on system resolution as a function
of distance and system sensitivity is necessary in selecting
the appropriate combination for a particular clinical
study.

System resolution (both FWHM and FWTM) is
measured with and without scattering material in both
x andY directionsforaspecifiedcollimator.Forthis
measurement, a line source with an inside diameter less
than 1 mm is filled with Tc-99m and placed at various

distances from the collimator, in 50-mm increments and
including a distance of 100 mm. For the measurement
with scatter, 100 mm of acrylic plastic, such as Lucite,
will be placed between the collimator and the source, and
a similar 50 mm sheet of plastic behind the source. A
second calibration measurement must be performed with
a second line source, placed parallel to the first, 50 mm

away from it, and at the same distance from the colli

mator. The data are collected and analyzed in the same
manner as for the measurement of intrinsic resolution;

however, at least 10,000 counts must be collected at the
peak point of each line spread function to assure accu
racy in the calculated values.

Due to the variety of collimators available, a complete
set of data, even from a single manufacturer, demands
a large number of individual measurements. System

resolution is therefore quoted as a class standard; in
addition, a new system resolution (R@),due to improve
ments in intrinsic resolution (R1), can be calculated from
the expression

R@= @Jp@2+ (R1/M)2

where R@= collimator resolution and M image size/
object size, the image magnification factor for con
verging or diverging collimators.

SYSTEM SENSITIVITY

System sensitivity is measured for each collimator in
units of cpm/@Ci using a 20% energy window. In order
to avoid attenuation, the activity is dispersed into a
shallow solution (â€˜-@--3mm deep) in a 100-mm diameter
Petri dish. The activity placed in the dish must be de
termined accurately by measuring a syringe both before
and after discharging the activity from it. The dish is

placed near the center of the collimator's field of view,
100 mm from the face of the collimator, and the counts
per minute are recorded.

DISCUSSION

The NEMA tests to characterize the imaging char
actenistics of scintillation cameras are technically corn
plex and require some expertise to understand or dupli
cate. Furthermore, the final list of parameters to be re
ported exceeds 50 even if only four collimators are in
cluded. On the other hand, many potentially valuable
parametershavebeenomitted,suchasresolutionand
uniformity for other nuclides (Tl-201 and Ga-67, for
example), uniformity as a function of energy window
width, deadtime in the presence of scatter, modulation
transfer function, and others. Thus it may be argued that
the standard is either too complex or not detailed enough,
yet it represents the basis for a uniformity of published
specifications. It will doubtless evolve and be further
refined.

The reason for establishing the standard was to de
velop a â€œcommonlanguageâ€• for manufacturers and
customers alike; general acceptance of these standards
will help the customer in selecting devices and help the
manufacturer in communicating with hospital physicists,
physicians, and technologists.
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