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The accuracy of absorbed dose calculations in personalized

internal radionuclide therapy is directly related to the accuracy of

the activity (or activity concentration) estimates obtained at each

of the imaging time points. MIRD Pamphlet no. 23 presented a
general overview of methods that are required for quantitative SPECT

imaging. The present document is next in a series of isotope-specific

guidelines and recommendations that follow the general information
that was provided in MIRD 23. This paper focuses on 177Lu (lutetium)

and its application in radiopharmaceutical therapy.
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The radionuclide 177Lu (lutetium) has been proven useful in
several targeted radionuclide therapies because of its favorable
decay characteristics and the possibility of reliable labeling of
biomolecules used for tumor targeting. Initially, 177Lu was used in
a colloidal form for interstitial injections for sterilization of peri-
tumoral lymph nodes (1). A second important clinical application
of 177Lu has been for peptide receptor radionuclide therapy (PRRT)
with 177Lu-DOTATATE and other structurally related peptides. The
PRRT use in treatment of neuroendocrine tumors (NETs) is mo-
tivated by the fact that the carrier peptide, octreotate, shows high-
affinity binding to somatostatin receptors, which are overexpressed
on the cell surface of many NETs (2–6). Furthermore, 177Lu has

been used in radioimmunotherapy clinical trials to label different
kinds of monoclonal antibodies (7–15).
There is a growing body of evidence that radionuclide therapy

should follow patient-specific planning protocols, similar to those
that are being routinely used in external-beam radiation therapy.
Recent literature reviews show correlations between absorbed dose
and tumor response as well as normal-tissue toxicity (16). Such
correlations indicate that treatments should be based on personal-
ized dosimetry, aiming to deliver therapeutically effective absorbed
doses to tumors, while keeping doses to organs at risk below the
threshold levels for deterministic adverse effects. In clinical PRRT
studies, the primary adverse effects have been mainly renal and he-
matologic toxicities (2,6).
Although several studies have reported estimates of absorbed doses

(4,7–9,12) for 177Lu-DOTATATE PRRTand 177Lu radioimmunotherapy,
most of these estimates have been based on planar imaging and
conjugate-view activity quantification. Planar imaging, however, is
known to have inherent limitations regarding the accuracy of activity
quantification (17). As a result, an increasing number of clinical
dosimetry protocols currently include 177Lu SPECT/CT imaging
studies (15,17–19) because of their superior accuracy. Comparisons
of renal dose estimates in 177Lu-DOTATATE PRRT based on planar
imaging and SPECT/CT, for example, have been reported (17,20)
and are summarized in Cremonesi et al. (21).
This document presents a set of guidelines outlining data acqui-

sition protocols and image reconstruction techniques that are recom-
mended for quantitative 177Lu SPECT imaging. The guidelines are
based on a review of the literature and are illustrated by the results
of Monte Carlo simulations and phantom experiments and by the
examples of patient 177Lu SPECT studies in which renal doses due
to PRRT were estimated.

DECAY OF 177LU

177Lu decays by b2 emissions to 177Hf (hafnium) with a half-
life of 6.65 d (22). The maximum kinetic energy of 177Lu
b2 particles is 498.3 keV (23), and the mean kinetic energy of
all emitted b2 particles is approximately 134 keV. Additionally, 6
groups of g-photons and associated internal-conversion electrons
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are emitted. When all emitted electrons (b2, conversion, and Auger
electrons) are considered, the mean kinetic energy rises to 147 keV.
Two of these g-photons, with the energies of 112.9 (6.17%) and
208.4 keV (10.36%), have been successfully used in 177Lu imaging
studies. Table 1 summarizes information about 177Lu g-photon en-
ergies and intensities based on previous studies (22–28). Moreover,
bremsstrahlung radiation generated by interactions of b2-particles
with tissue may be observed. Bremsstrahlung yield, however, is low
(0.012 bremsstrahlung photons per decay for a 177Lu source in
water [C.F. Uribe, P.L. Esquinas, H. Piwowarska-Bilska, et al., un-
published data, 2013]), and most (;85%) of these photons have
energies below 50 keV. Nevertheless, some of them can contribute
to the background recorded in the low-energy part of the spectrum.

DATA ACQUISITION

The choice of collimator in imaging studies is a trade-off between
the need for high system sensitivity to achieve good signal-to-noise
ratio and spatial resolution in images and the need to minimize
septal penetration of high-energy photons. If the collimator septa
are not thick enough, a large number of photons that penetrate or
scatter in the collimator septa will be detected, resulting in decreased
image contrast, degradation of spatial resolution, and increased
image artifacts, leading to difficulties in accurate activity distribu-
tion quantification.
Table 2 illustrates these issues by comparing system sensitiv-

ities (cps/MBq) for imaging studies performed using the 113- and
208-keV photopeaks. The data in this table represent sensitivities
per camera detector calculated using Monte Carlo simulations (29)
and 20% energy windows centered at 113 and 208 keV. Four types
of collimators of the Infinia family of collimators (GE Healthcare)
and 2 NaI(Tl) crystal thicknesses were investigated. The modeled
source was a 10-cm-diameter 177Lu Petrilike disk placed in air at
10 cm from the collimator surface. Additionally, for each case the
fractions of the detected counts due to collimator scatter and septal
penetration are shown in parentheses.
Although in general the system sensitivity is higher for low-

energy general-purpose (LEGP) or low-energy high-resolution
(LEHR) collimators than for medium-energy (ME) or high-energy
(HE) collimators, ME collimators are preferable for 177Lu imaging
because of their lower septal penetration of the high-energy pho-

tons emitted by 177Lu. On the other hand, although HE collimators
have slightly better sensitivity than ME collimators for 208-keV
photons, they have inferior spatial resolution due to their wider
collimator holes.
For 208-keV photons, a thicker 5/8$ scintillation crystal pro-

vides higher sensitivity than the standard 3/8$ crystal, which de-
creases the statistical noise in the image for any given acquisition
time and activity. For example, for a 5/8$-thick crystal thickness,
the number of photons detected in a 20% energy window centered
at 208 keV increases by about 35% as compared with that for a 3/8$
crystal. However, the sensitivity for the 113-keV window is higher
for the 3/8$ crystal than the 5/8$ crystal as a result of contribution
from 208-keV photons that have been backscattered in the ma-
terial behind the crystal. The energy of 208-keV photons scat-
tered at 180� is 114.6 keV. For a thinner crystal, the probability
of a 208-keV photon passing through the crystal increases,
thereby increasing the contribution from backscatter. Also the
high-energy photons from the 177Lu decay can back scatter and
contribute to the image counts.
If a ME collimator is used, the data should be collected in a

15%–20% energy window centered on the 208-keV photopeak. If
the number of count collected in the 208-keV window is consid-
ered insufficient, a second energy window centered on the 113-
keV photopeak can be used. It is recommended that the 2 datasets
be acquired into separate projection files and reconstructed into 2
separate images (each image individually compensated for atten-
uation and scatter using appropriate attenuation maps [AMs]).
Only when the quality of the images obtained from the lower-
energy projections is deemed acceptable (i.e., the images obtained
from the 113-keV window have an image appearance similar to
those from the 208-keV window) should they be summed for
further analysis.
If using a low-energy collimator (LEHR or LEGP), a single

20% energy window centered on the lower 113-keV photopeak is
preferable, as in this case the contribution from septal penetration
severely deteriorates the image acquired in the 208-keV photo-
peak window (30). However, in the 113-keV energy window a
significant portion of the acquired counts will originate from the
high-energy photons that have scattered in the patient and the
collimator. This effect can be seen in the data presented in Table 2.
These scattered photons considerably increase the background in

TABLE 1
Compilation of Energies and Intensities of γ-Ray Emissions (%) Per Nuclear Decay of 177Lu

Reference

keV Schötzig et al. (24) Deepa et al. (23)* Kossert et al. (25)
Eckerman
et al. (26) Kondev (27)

Kondev et al. (22)
and NuDat2.6 (28)

71.6 0.1734 0.1844 0.1720 0.154 0.1726 0.172

112.9 6.17 6.44 6.22 6.40 6.20 6.17†

136.7 0.0464 0.0563 0.0492 0.0480 0.0470 0.0469

208.4 10.36 10.36 10.55 11.0 10.38 10.36†

249.7 0.1987 0.2053 0.2023 0.212 0.2012 0.2008

321.3 0.2074 0.2559 0.2111 0.219 0.216 0.210

*Intensities were calculated on the basis of Deepa et al. (23) in which normalization assuming 208-keV photopeak intensity of 100 was

used.
†Values are recommended for use in this work.
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the 113-keV photopeak energy window. Thus, accurate scatter
correction becomes essential.
These effects are visualized in Figures 1–3. The data pre-

sented in these figures were generated using Monte Carlo sim-
ulations (29) of a SPECT system with a 5/8$ NaI(Tl) crystal
and energy resolution with a full width at half maximum of
9.5% at 140 keV. The patient was simulated using an XCAT
digital male phantom (31), with activity distribution based on a
typical patient imaging study performed 24 h after an injection
of 7.4 GBq 177Lu-DOTATATE.
Figure 1 compares energy spectra of the detected photons for

LEGP and ME collimators. Although both spectra correspond to
the same source activity, their shapes and counting rates are dif-
ferent. Both spectra have high scatter background in the lower-
energy region. However, because of collimator septal penetration,
in the spectrum acquired with the LEGP collimator the 208-keV
photopeak has a significantly higher counting rate than the 113-keV
photopeak, despite similar decay intensities of these 2 transitions

(Table 1). Not only is the counting rate of the 208-keV photopeak
about 4 times higher than that of the 113-keV photopeak, but also
some lower-abundance higher-energy photopeaks, such as 249.7
and 321.3 keV, are clearly visible. In the spectrum acquired with
the ME collimator (with its thicker septa and therefore less septal
penetration) the measured intensities better reflect the true emis-
sion rates.
To further illustrate the negative effect of septal penetration on

image quality, Figure 2 displays 4 projections simulated for these
2 collimators (LEGP and ME) and for the 2 energy windows (113

TABLE 2
Simulated (National Electrical Manufacturers Association) System Sensitivity Per Camera Detector (cps/MBq)FOV for 2 177Lu

Photopeaks and Several Imaging Conditions

113-keV window 208-keV window

Crystal Collimator* 15% 20% 15% 20%

3/8″ HE 6.8 (3.0%) 7.5 (3.1%) 7.0 (6.8%) 7.2 (6.9%)

3/8″ ME 5.8 (3.3%) 6.3 (3.5%) 6.0 (7.8%) 6.1 (8.0%)

3/8″ LEGP 16.1 (31.8%) 18.6 (35.4%) 71.5 (84.7%) 74.6 (84.9%)

3/8″ LEHR 12.0 (43.5%) 14.3 (47.9%) 70.3 (90.4%) 73.2 (90.5%)

5/8″ HE 6.7 (2.9%) 7.3 (2.9%) 9.5 (6.9%) 9.8 (7.0%)

5/8″ ME 5.7 (3.2%) 6.2 (3.3%) 8.1 (7.8%) 8.3 (7.9%)

5/8″ LEGP 14.1 (22.7%) 16.0 (26.0%) 95.1 (84.4%) 98.6 (84.5%)

5/8″ LEHR 9.9 (32.3%) 11.4 (36.1%) 92.9 (90.1%) 96.6 (90.3%)

*GE Infinia camera.

Fractions of detected counts that are due to collimator scatter and septal penetration are shown in parentheses. Some contribution to

113-keV window comes from events from 208-keV photons Compton-scattered in crystal followed by an escape. This contribution
increases with decreasing crystal thickness.

FIGURE 1. Simulated energy spectra of 7.4 GBq of 177Lu distributed

in XCAT phantom imaged with LEGP and ME collimators (GE Infinia).

Solid lines represent total spectra, whereas dashed lines show spectra

of primary photons that pass unscattered through phantom and colli-

mator. Dotted lines indicate 20% energy windows centered at 113- and

208-keV photopeaks. Note difference (due to photon scatter and col-

limator septal penetration) in both shape of spectra and in their count-

ing rates.

FIGURE 2. Simulated projections of 177Lu distributed in XCAT phan-

tom showing difference in image quality obtained with LEGP and ME

collimators (GE Infinia) and 2 energy windows (113 and 208 keV). (A)

LEGP and 113-keV window. (B) ME and 113-keV window. (C) LEGP and

208-keV window. (D) ME and 208-keV window.
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and 208 keV). To better visualize the penetration effect, the sim-
ulation did not include scatter and attenuation in the phantom.
These data suggest that the ME collimator provides the best image
quality for both energy windows and is therefore more suitable for
use in imaging.
In addition to the penetration effect, the contributions from

photons scattered in the patient also influence both the image
quality and the ability to quantify activity. To illustrate this
additional unwanted scatter contribution, Figure 3 shows simu-
lated anterior projection images (32) obtained using the ME
collimator. Figure 3A represents an idealized imaging situation
when the spatial resolution is perfect (i.e., the simulation does
not include blurring due to detector spatial resolution and col-
limator response), photons pass unscattered from the site of de-
cay to the detector and deposit their full energy in the crystal.
The 208-keV energy window was used for this image. Figures
3B and 3C represent realistic images that include effects of
limited collimator resolution (collimator blurring) and scatter
and attenuation in the object for energy windows centered at
113 and 208 keV, both with window widths of 20%. Figure
3B shows that the image acquired in the 113-keV energy win-
dow had a higher background of scattered photons and de-
creased image contrast as compared with Figure 3D, which cor-
responds to the 208-keV window. Figure 3D shows the sum of
the data obtained in these 2 energy windows.
Additionally, on the basis of these simulations, the scatter-to-

total ratios for the whole projection, that is, the fractions of
detected photons that have been scattered in the phantom to the
total number of detected events, were estimated. Simulations were

performed for 2 crystal thicknesses, 2 photopeak energy windows
settings, 4 collimators, and acquisitions using separately each of
the 177Lu photopeaks and a combination of both. The results are
presented in Table 3.
Examination of the values summarized in Table 3 shows that,

when the 208-keV energy window was used, the scatter-to-total
ratio in most cases was in the range of 0.17–0.27, with values
slightly lower for higher crystal thicknesses. This ratio was much
higher, however, and equaled about 0.47–0.60 for the 113-keV
energy window. This increase was partly caused by the increased
detection of self-scattered 113-keV photons but mostly was due
to a large contribution of downscattered 208-keV photons into
this window. The scatter-to-total ratio slightly improved with a
15% energy window, and depended only weakly on the crystal
thickness. Thus, when a 113-keV window is used it is important
to use a reliable scatter correction method to compensate for this
large scatter fraction.
For 177Lu SPECT, acquisition in 128 · 128 projection matrices

is advisable if the counting rates allow for it (33). Autocontour
orbits should be used to get the best possible image resolution.
The use of autocontouring also makes acquisition preparation eas-
ier and thereby improves the overall efficiency of the patient study.
Clinical 177Lu SPECT imaging studies using 60–120 projection
angles have been reported (17,19,20).

DATA PROCESSING

Filtering

The need for low-pass filtering of the projection data may arise
if the count levels resulting in high image noise are observed. To
avoid bias in the activity determination, the user should verify that
the total counts in the data (in the projections or in the reconstructed
image) remain unchanged after filtering.
If a collimator–detector response (CDR) compensation is ap-

plied during the reconstruction, this compensation changes the
noise texture in the image, which may make pre-/postreconstruc-
tion low-pass filtering unnecessary. However, the decision about

FIGURE 3. Simulated projection images of XCAT phantom corre-

sponding to typical 177Lu-DOTATATE imaging study at 24 h after injec-

tion. (A) Image simulated by assuming scintillation camera with perfect

spatial resolution and no attenuation and scatter in phantom. Because no

interactions occur, this image is representative for both 113- and 208-keV

energy window. (B) Image simulated with ME collimator (GE Infinia),

photon attenuation and scatter included and with a realistic noise level

for 20% energy window centered on 113 keV. (C) Image shows same

as for B but for 20% energy window centered on 208 keV. (D) Image

showing sum of 2 images shown in B and C.

TABLE 3
Ratios of Scattered Photons to Total Number of Photons

Detected Within Energy Window (15% or 20%)

113-keV

window

208-keV

window

Crystal Collimator* 15% 20% 15% 20%

3/8″ HE 0.60 0.55 0.27 0.22

3/8″ ME 0.60 0.55 0.27 0.22

3/8″ LEGP 0.53 0.49 0.21 0.18

3/8″ LEHR 0.49 0.47 0.20 0.17

5/8″ HE 0.60 0.56 0.27 0.22

5/8″ ME 0.60 0.56 0.26 0.22

5/8″ LEGP 0.55 0.52 0.20 0.17

5/8″ LEHR 0.53 0.49 0.20 0.17

*GE Infinia camera.
Results of this simulation with XCAT phantom are presented as

a function of 2 crystal thicknesses and 4 collimators.

154 THE JOURNAL OF NUCLEAR MEDICINE • Vol. 57 • No. 1 • January 2016



filtering should be based on the specific objectives of the study
(34,35).

Dead Time

Although in principle, in radionuclide therapy imaging the
count losses related to dead-time (DT) effects can be substantial,
in 177Lu imaging, the DT effects are actually rather small (even for
high activities) because of the low yield of g-photons emitted in
the decay of 177Lu and the very small bremsstrahlung contribution.
For 177Lu-DOTATATE patients, it is mainly scans obtained shortly
after the therapeutic injection that can be affected by DT losses,
especially if the urinary bladder is included in the field of view
(FOV). However, even if the DT effects are modest, care must be
taken to estimate them, especially for scans obtained shortly after
the therapeutic injection.
The count losses due to DT estimated from the entire spectrum can

be significantly lower (by a factor of 2 or more (36)) than when only
count losses in the photopeak window are considered. This is because
the pile-up effects change the distribution of counts in the spectrum.
When a new scintillation event occurs before the light from previous
events has decayed, the recorded energy will be higher than expected.
As a result, some counts are shifted from the photopeak region but still
are recorded in the high-energy part of the spectrum (37). The spatial
localization of the event can also be affected, because the x,y-coor-
dinates are determined from the centroid of the scintillation light
emission. There is also a possibility for scattered photons to pile up
in the photopeak window, especially for lower-energy window lo-
cations, such as the 113-keV window, for which the separation in
energy between scattered and primary photons is smaller. Therefore,
because images are reconstructed from the photopeak counts only,
the determination of the DT correction factor should be parameter-
ized on the basis of the counts recorded in the whole spectrum, but
only the count losses in the photopeak window should be described.
One way of addressing the DT problem is to perform a series of

phantom experiments with gradually decaying activity, using the
same acquisition protocol and scatter correction as used for patient
studies. Analysis of count losses in these phantom images can be
used to establish DT correction factors as a function of counting rate
for any particular camera system. In this type of DT measurements, it
is recommended to use a phantom that as closely as possible models
an average patient in both size and activity distribution.
As an alternative to the phantom-based estimation of DT losses,

the DT correction factor could be estimated from planar imaging
performed in conjunction with the patient SPECT scan. In this
method, a small marker source is placed at the edge of the FOVof
the camera, and planar scans over the SPECT FOV with and
without the patient (38) are obtained. The ratio of counts from these
2 scans (obtained from data acquired in the photopeak window and
corrected for scatter) in a region of interest (ROI) around the marker
provides the DT correction factor to be used for patient studies. The
drawback of this method is the additional acquisition time required
for these planar scans (with and without the patient). It has been
suggested (39) that the DT correction factor can be determined
using a 5- to 10-min planar patient scan acquired in close connec-
tion to the tomographic acquisition. The DT correction factor can
also be determined from multiple projection views (40).
As the dead time will very likely affect only scans obtained

shortly after injection (the first time point in the time–activity
curve), it may have little effect on the overall absorbed dose cal-
culation because of the relatively small contribution of this first
time point to the cumulated activity.

Iterative Reconstruction

Accurate quantification requires compensation for image-
degrading factors. Iterative reconstruction methods, such as the
maximum likelihood expectation maximization algorithm (41)
and the ordered-subsets expectation maximization (OSEM) algo-
rithm (42), provide the ability to compensate for these effects in a
unified manner and are thus typically used and recommended (33).
Iterative methods require a certain number of updates before

reaching an acceptable image quality. This implies that a criterion to
determine the number of iterations is used. MIRD pamphlet 23 (33)
defines the convergence as when the 90% recovery has been
reached, which states this is a level of high reconstruction accuracy.
A general rule of thumb is that more complex reconstruction prob-
lems (in which more corrections are included in the algorithm)
require a larger number of iterations to reach convergence. It is
important to investigate this dependency and optimize reconstruc-
tion parameters using data from phantom studies and simulations
but also sample patient data with representative activity distributions
and counting statistics.
The number of iterations required for convergence for a given

number of subsets also depends on the organ size. Figure 4 illus-
trates this effect using an example of the reconstruction of a 177Lu-
DOTATATE patient SPECT/CT scan. The total activity in volumes
of interest (VOIs) drawn around the kidneys and a tumor is plotted
as a function of the number of OSEM updates (number of subsets
multiplied by number of iterations). Because the true activity is
not known in this case, the curves have been normalized to the
highest activity value obtained for each VOI. For this particular
case, the volume of the tumor was similar to that of the kidneys. It
can be seen that a smaller number of iterations was required for
convergence for the kidneys than for the tumor. The slope of the
tumor curve diminishes earlier than that for the kidneys, but after
200 updates when the kidneys show convergence the tumor still
shows an upward trend to the maximum value. If following the
90% of maximum activity as being a measure for recovery, the
tumor reaches this level at 20 updates whereas the right kidney
needs 40 updates. For 95%, however, all VOIs reach this level at
60 OSEM updates.
In general, because image noise tends to be amplified as the

number of iterations increases, when interpreting data derived from
SPECT images (e.g., using dose–volume histograms), it is impor-
tant to remember that high variations in voxel counts may be caused
by the reconstruction process and may not necessarily be related to
a heterogeneous biologic uptake of the radiopharmaceutical.

PHOTON ATTENUATION

The most important factor altering the number of photons that
impinge on the g-camera detector is photon attenuation. The
thickness of tissue-equivalent material that reduces the fluence of
208-keV photons to half is only about 5 cm. Because this attenua-
tion depends on the density of the medium, an accurate attenuation
correction (AC) must be based on patient-specific AMs (33).
How AMs used for AC are determined depends on the camera

system, but if possible, it is recommended that a CT study is used
for this purpose, preferably acquired using a SPECT/CT camera.
The accuracy of image quantitation critically depends on the

accuracy of attenuation coefficients that are input into AC. Therefore,
when CT-based AM is used, the accurate translation of CT images
from Hounsfield numbers to attenuation coefficients correspond-
ing to the energies of the 177Lu photopeaks must be performed.
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Additionally, because CT and SPECT data use different matrices
and voxel sizes, the CT images must be properly registered to
align with SPECT images and interpolated to match SPECT ma-
trix sizes. Finally, AMs should be smoothed so that their resolu-
tion matches the SPECT resolution to reduce potential edge effects
at boundaries, in regions displaying large attenuation gradients
(such as those at soft-tissue/air, lung/soft-tissue, and soft-tissue/
bone interfaces). As a result, because the creation of AMs from
CT images is a complex procedure, requiring proprietary informa-
tion about both CT and SPECT systems, it is therefore recom-
mended that AMs reconstructed using manufacturer’s software
are used.
If both 208- and 113-keV photopeaks are used for imaging, 2

separate AMs must be generated and images reconstructed.
Given the importance of AC, a quality control protocol must be

developed to ensure that the AM reflects correct attenuation coefficient
values for the major classes of tissues (lungs, tissue, and bone).
Additionally, the accuracy of the alignment of the AM and SPECT
image must be checked because CT and SPECT scans are always
obtained sequentially and the patient may move between or during
scans (43).

COMPTON SCATTER

Each photopeak energy window will also contain events from
scattered photons (34), as shown in Table 3. For 177Lu studies, this
will include both self-scattered photopeak photons (i.e., scattered
photons that initially had the energy equal to the photopeak energy
of the considered energy window) and downscattered photons
from high-energy transitions.
The use of scatter correction is especially important for 113-keV–

based imaging because of the large contribution from down-
scattered high-energy photons in this window.

A practical correction technique is the triple-energy-window
(TEW) method (44). Two additional windows, set on both sides of
the photopeak, allow the user to account not only for the self-
scatter but also for downscattered high-energy photons. The com-
pensation method can be described by

SEpw 5

�
Clw

Wlw
1

Cuw

Wuw

�
·
Wpw

2
; Eq. 1

where Clw and Cuw are pixel counts in lower and upper windows,
respectively, and Wlw, Wuw, and Wpw are the respective widths of
lower, upper, and photopeak windows, respectively. The window
widths must be carefully selected, because too-narrow windows
will result in a high noise level in the scatter image (45). Usually
energy windows are selected to have the width (in percentage)
equal to one half of the width (46) or the same width (30,47) as
the photopeak window, unless another photopeak prevents it. Such
a situation occurs, for example, if a scatter energy window is to be
set below the 113-keV photopeak, where lead x-ray photons may
interfere.
Subtraction pixel by-pixel of estimated scatter projections from

the photopeak projection image results in noise amplification or
even negative counts (48). Better results are obtained when the
scatter estimate is incorporated into the projector step in the iter-
ative reconstruction algorithm. Additionally, because a ME colli-
mator the scatter energy window set above the 208-keV photopeak
usually contains relatively few counts, this second scatter window
can be ignored (45,46).
For most 177Lu studies, applying the TEW scatter correction

will result in relatively good quantitative accuracy of activity dis-
tributions. This is because a window-based correction method
compensates not only for the self-scattered photons, but also for
the background beneath the photopeak that is created by scattered
high-energy photons. Thus, reasonably accurate quantitative im-
ages can be reconstructed from studies performed with low-energy
collimators and 113-keV photopeak or ME collimators and 208 keV
only or ME collimators and both photopeaks.
However, the scattered photons recorded in the lower energy

window originate from locations different from those in the
photopeak window. Moreover, many of the scattered high-energy
photons recorded in the scatter window may have scattered sev-
eral times before being detected. For these reasons, the TEW
correction does not accurately reproduce the distribution of
scattered photons in the photopeak window, particularly in regions
with nonuniform density distributions. This effect is illustrated in
Figure 5, which compares projection images A and C of the true
distributions of scatter in 208- and 113-keV energy windows, re-
spectively, with the corresponding TEW-estimated scatter images
B and D. The true scatter images are sharper than those obtained
with the TEW method. However, these differences are usually
small, especially in the abdomen region illustrated in this figure;
they are mostly smaller than 10%.
Scatter compensation can also be performed using a direct

modeling of scatter in the projector step of the reconstruction
method. For instance, the effective scatter source estimation
(ESSE) method, developed by Frey et al. (49,50), uses precalcu-
lated kernels obtained from Monte Carlo simulations to estimate
self-scatter in the photopeak window, whereas the analytic photon
distribution interpolative (APDI) method (51,52) uses the Klein–
Nishina cross-section for Compton scattering to analytically cal-
culate scatter distribution in projections.

FIGURE 4. Total activity in VOIs normalized to highest activity

obtained for particular VOI for different number of OSEM updates.

Reconstructions included compensations for attenuation, scatter, and

collimator response. Analysis was performed using VOIs delineated in

consecutive slices over kidneys and tumor in patient study.
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For situations when the density distribution is nonuniform,
improved image quality and quantitative accuracy can be obtained if
scatter models, such as the ESSE or APDI, are used. Both the ESSE
and the APDI methods have been successfully applied to 177Lu
phantoms studies (30,45).

COLLIMATOR–DETECTOR RESPONSE (CDR)

The collimator–detector blurring, which affects the spatial reso-
lution of the image, varies with the source-to-collimator distance
(33). For LEHR and ME collimators, typical spatial resolutions of
the system measured at 10 cm are about 8 and 10 mm, respectively.
Additionally, septal penetration and scatter in the collimator can
further reduce image contrast and spatial resolution (Table 2).
Reconstruction algorithms, which include geometric CDR com-

pensation, modify the distribution of counts in the image but do not

change their total number. Therefore, they
do not affect the quantification of the total
activity in the field of view. CDR com-
pensation not only improves spatial res-
olution, but also changes the noise texture
so that the image appears smoother. The
improvement depends in a complex way on
the signal-to-background ratio, noise levels
in the data, camera orbit, and the number of
iterations. When quantifying the total activ-
ity in an organ or tumor, a reconstruction
with CDR compensation may be beneficial
because it decreases the resolution-induced
spill-out of counts from hot regions.
However, CDR compensation may

create Gibbslike artifacts (ringing arti-
facts) in the vicinity of sharp boundaries

(53) and thereby change the distribution of counts within a
VOI. When the distribution of absorbed doses for individual
voxel locations is calculated within a VOI for further analysis
using dose–volume histograms, one should be aware of the fact
that CDR correction may result in creation of false dose–volume
information (35).
Figure 6 illustrates 4 types of reconstructed images of the kid-

ney region. The image in Figure 6D corresponds to the one used
clinically in the Lund protocol described in detail in the “Patient
Examples” section. Images (A–C) are displayed to show the im-
pact of different compensation methods on image quality.

ACTIVITY QUANTIFICATION

Camera Calibration

Reconstructed images represent the 3-dimensional distributions
of voxel values obtained by measuring photons emitted from the
imaged object. To convert voxel values to activity, the camera
system must be carefully calibrated using a radioactive source
with a well-determined 177Lu activity (34). Furthermore, it is im-
portant to ensure that the activity meter (dose calibrator) used to
measure the activity of 177Lu calibration source is correctly cali-
brated with a well-known (i.e., independently calibrated) 177Lu
activity, preferably one that is traceable to a standard laboratory.
Care must also be taken that the same source geometry (same vials
and the same volume of activity-containing solution) used in these
measurements will be used for clinical studies, because the dose
calibrator measurement is source-geometry dependent.
Different approaches can be used to determine the camera

calibration factor, depending on how accurately attenuation and
scatter corrections are implemented (33). If corrections are accu-
rate (i.e., the reconstructed image truthfully represents the distri-
bution of emitted photons), calibration can be performed by sim-
ply acquiring a planar image of a small pointlike source placed in
air. The calibration factor for the camera (cps/MBq)FOV is then
determined from the total counts in a ROI surrounding the source
image, divided by the acquisition time and activity. However,
potential contribution to the ROI from the high-energy 177Lu
scattered photons may need to be accounted for (using an appro-
priate scatter correction method, e.g., TEW) (54).
Alternatively, a large water cylinder containing a well-calibrated

source of 177Lu can be scanned. The same acquisition protocol
and reconstruction method (with corrections) as was used in
patient studies must be used. Again, the calibration factor is then

FIGURE 5. Row of images showing comparison of true scatter distributions (A and C) from
177Lu photons and those estimated by TEW scatter compensation method (B and D) for 113-keV

energy window (A and B) and for 208-keV energy window (C and D) (20%). Scatter distributions

were simulated using XCAT phantom, and settings for scatter windows for TEW method were

[lw 5 88–102, uw 5 125–153] keV for 113-keV photopeak and [lw 5 153–187] keV for 208-keV

photopeak. Upper TEW window for 208-keV photopeak was set to zero because of few scatter

events and contribution from 249-keV photon from 177Lu decay. Collimator parameters represent

GE Infinia camera.

FIGURE 6. OSEM reconstructed images (80 OSEM updates) from
177Lu-DOTATATE patient study measured at 24 h after injection. (A)

No corrections. (B) AC only. (C) Attenuation and collimator compensa-

tion corrections. (D) Attenuation, ESSE scatter, and collimator response

compensation. No postfiltering has been applied.
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determined by dividing the total counts in the reconstructed image
of the phantom by the scan time and activity. These 2 methods,
namely, planar acquisition of a small source and tomographic
scanning of an extended source, should ideally result in the same
calibration factor (54).

Quantification of Activity in VOIs

In radionuclide therapies with 177Lu-DOTATATE, because kid-
neys are considered to be the main organ at risk, the renal absorbed
dose is of interest. When using a SPECT/CT system with high-
resolution CT, the kidney VOI can be drawn using anatomic images
from the CT part of the study. However, because of activity spill-out
resulting from partial-volume effects (33), the kidney activity de-
termined from the volumes obtained from CT will be underesti-
mated. Partial-volume effects also blur the boundaries of regions,
making determination of their exact location difficult, thus imposing
uncertainties on activity measurements. The CDR incorporated into
the reconstruction algorithm reduces the spill-out to some extent,
making it easier to determine the activity content of a VOI. How-
ever, it is important to be aware of the artifacts that may be in-
troduced by CDR in the form of rims with increased activity (Gibbs
artifacts).
Several software-based methods have been proposed to correct

for partial-volume effects (53), but in most cases their implemen-
tation in routine clinical practice is limited by their complexity.
Probably the simplest and most commonly used method is to apply
experimentally determined recovery coefficients, RCs, as described
in a study by Dewaraja et al. (33). For patient studies, the activity
AVOI contained in a VOI is then determined as a product of 3
parameters, according to

AVOI 5 CPSVOI ·
1

RCOBJ
·

1�
CPS
MBq

�
FOV

; Eq. 2

where the first parameter, CPSVOI, is the counting rate measured
in an image VOI; the second parameter, RCOBJ, is the recovery
coefficient for an object, which best represents the VOI dimen-
sions in the patient image; and the third parameter is the system
sensitivity (cps/MBq). An example of a recovery coefficient
curve for 177Lu determined using a series of spheres with differ-
ent sizes placed in a phantom has been described by Ilan et al.
(55). The values of RCs not only depend on the object size and
shape, but also are strongly influenced by data acquisition protocol
and image reconstruction method, so RCs need to be determined
for each camera/collimator and data acquisition/reconstruction
protocol.

Time–Activity Curves

Quantitative information about temporal changes in activity
distribution is required for determination of time–activity curves
and time-integrated activity concentrations (33). If it is not possi-
ble to acquire SPECT scans at multiple time points (e.g., due to
time constraints), a hybrid planar/SPECT approach is sometimes
used (33). Here, the time–activity curves are determined from a
time series of planar whole-body scans that have been corrected
for attenuation, scatter, and overlapping activity contribution. At
one time point, an additional quantitative SPECT study is also
performed. Each time–activity curve is then rescaled by the ratio
of activities determined for the organ/region corresponding to this
time–activity curve from the SPECT image and the whole-body
(i.e., planar) study.

PHANTOM IMAGING STUDIES

In patient studies, the evaluation of quantitative accuracy of
reconstructed images is extremely difficult (if not impossible)
because in this case true values of activity are not known and
usually cannot be independently determined. However, such
evaluation can be done using phantom experiments. Therefore,
although it is generally acknowledged that even the most so-
phisticated phantoms are not able to reproduce the complex-
ity of activity and tissue distributions encountered in patients,
phantom experiments are often used to determine the accuracy of
imaging methods. Additionally, to compare and combine image-
derived absorbed dose values obtained at different centers (possibly
using different camera systems, imaging protocols, and reconstruction
algorithms), phantom studies are recommended for cross-calibration.
Several issues related to quantitation of 177Lu imaging studies

have been investigated using phantom experiments. These include
comparison of different approaches to determine camera normal-
ization factors (54); investigation of dead-time effects and appro-
priate correction methods (39,46); and comparison of the accuracy
of image quantitation, which can be achieved when using 113- or
208-keV photopeaks for the camera equipped with LEHR and ME
collimators (30,46).
In particular, to evaluate the accuracy of image quantitation,

experiments with spheric and cylindric objects filled with 177Lu
activity placed in air and in water without and with background
activity have been performed. Image reconstructions used OSEM
algorithms with CDR compensation available on commercial cam-
eras (46) or reconstruction methods developed in-house (30). All
reconstructions used CT-based AC, whereas for scatter correction
the dual-energy window method (DEW) (30,46), TEW (45,56),
ESSE (45), and APDI (30) methods were investigated. Table 4
summarizes the results of these studies.

CLINICAL APPLICATIONS OF 177LU

In early animal experiments, it was shown that after injection
the 177Lu salts transform to hydroxide and form colloids, which
are cleared by phagocytosis to regional lymph nodes (1). Animal
biodistribution studies have demonstrated that approximately 60%
of soluble 177Lu salts circulating in the bloodstream will concen-
trate in the skeleton, resulting in high absorbed doses (57).
Presently, 177Lu is used in PRRT for treatment of NETs, in some

cases parallel to or in conjunction with 90Y. In most centers DOTATATE
or DOTATOC is used, and all patients are injected with the same
7.4-GBq activity repeated in 4–6 therapy cycles. Clinical PRRT trials
show favorable outcomes in terms of progression-free survival and
overall objective response rate (2,6). However, improved treatment
outcomes could be expected if the injected activities would be based
on personalized dosimetry calculations and image-based therapy plans.
Personalized dosimetry in PRRT aims to determine the maxi-

mum administered activity that will result in an absorbed dose that
will be well tolerated by the patient with little or no side effects of
renal and hematologic toxicities (2,6). Kidney irradiation is usu-
ally prolonged due to tubular reabsorption of radiolabeled pep-
tides, and therefore coinfusion of amino acids is often performed
for renal protection. When 177Lu-DOTATATE is used, permanent
renal toxicity has been considerably less frequent compared with
that for 90Y-DOTATOC (3,6).
The limits for absorbed dose to the kidneys have been set at

either 23 Gy (19,58) or 27 Gy (17,59). The use of the biologically
effective dose allows for comparisons of therapies using a different
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number of cycles and other radionuclides such as 90Y. On the
basis of these studies, new kidney dose limits of 28 and 40 Gy
(depending on the presence of additional risk factors) have been
proposed (4). A study from Uppsala (19) showed that only 20% of
patients reached the lower 23-Gy threshold after 3 cycles of
7.4 GBq and that 50% of the patients were treated using more than
4 cycles. These results clearly indicate that a standard protocol of
7.4 GBq administered activity in 4 cycles may lead to an under-
treatment for large groups of patients, as the maximum therapeutic
response rate (i.e., the combination of percentage of patients
showing partial and complete response after therapy) by 177Lu is
35% (2,6). Personalized dosimetry may allow for better tailoring
of the administered 177Lu activity or the number of treatment
cycles to the needs of each individual patient.

PATIENT EXAMPLES

Individualized dosimetry-based treatment planning in 177Lu-
DOTATATE PRRT has been reported separately by both Uppsala

Academic Hospital and Lund University Hospitals (17,19,20).
Currently, a clinical study is ongoing in collaboration between
Lund and Sahlgrenska University Hospital, Gothenburg, Sweden.
Details of these clinical studies provided in the following sections
exemplify 2 different approaches to clinical quantitative 177Lu
SPECT imaging of patients having treatment cycles of 7.4 GBq
administered with concomitant infusion of an amino-acid solution
for renal protection.

Uppsala

Uppsala reported dosimetry evaluations in a regimen in which
subsequent treatment cycles were given until either the total
absorbed dose to the kidneys reached 23 Gy or the bone marrow
dose reached 2 Gy (19,60). Tumor-absorbed doses were also eval-
uated in a study by Ilan et al. (55). In the routine protocol absorbed
doses to kidneys and other organs were determined from the
SPECT/CT imaging performed during the first treatment at 24,
96, and 168 h after administration and 1 SPECT/CT study at 24 h
in the following cycles. The SPECT/CT scans were obtained

TABLE 4
Recent Phantom Experiments Evaluating Accuracy of Quantification of 177Lu Activity

Reference

Photopeak

energy Phantom Reconstruction Segmentation Accuracy

Beauregard

et al. (46)

208 keV Three 175-mL

cylinders in cold

water

OSEM, CDR, AC,

DEW scatter

correction

40% fixed

threshold

,15% for cylinders,

,9.5% for total

phantom activity

Shcherbinin
et al. (30)

113 keV 70 mL cylinder placed
in air and cold

water

OSEM, CDR, AC,
APDI scatter

correction

CT volume
augmented by

4 voxels in

each direction

1%–2% for cylinder
VOIs, ,11%–

18% for total

phantom activity

Uribe et al.

(56)

208 keV 0.5- to 113-mL

spheres in air, cold

and hot water

OSEM, CDR, AC,

TEW scatter

correction

Fixed threshold

0.1% for air,

1% for water,
iterative

adaptive dual

thresholding
(66) for hot

water

,3% for spheres,

.1 mL in air,

,13% for
spheres, .1 mL

in water, ,3% for

113-mL sphere in
hot water

8.5- to 34-mL bottles
in air and cold

water

OSEM, CDR, AC,
TEW scatter

correction

,5% in air, ,13%
in water

Four 34-mL cylinders
in thorax phantom

(nonuniform cold

environment)

OSEM, CDR, AC,
APDI scatter

correction

,5%

34- to 148-mL

cylinders in air and

between cold water
bags

OSEM, CDR, AC,

TEW scatter

correction

,7%

de Nijs et al.

(45)

208 keV 27-mL spheric insert

in National
Electrical

Manufacturers

Association
phantom

OSEM, CDR, AC

TEW (15%) 11%

TEW (20%) 12%

ESSE 7%
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using ME collimators and 120 projection angles with acquisition
time equal to 30 s per frame. An energy window of 20% was
centered on the 208-keV photopeak, and projection data were
stored in 128 · 128 matrices. SPECT reconstruction was per-
formed using software available on the clinical workstation. An
iterative OSEM algorithm with 4 iterations and 8 subsets and
postfiltering using a Hann filter with a cutoff of 0.85 were used
(19,60). AC based on a low-dose CT image was included in the
reconstruction, but corrections for scatter and collimator response
were not included. SPECT image calibration was implemented by
imaging a 100-mL 177Lu sphere placed inside an elliptic water-
filled cylinder. The counting rate in a spheric 4 cm3 VOI placed
centrally in the sphere in the reconstructed image was determined,
and the activity concentration in kidneys was quantified using this
VOI. A monoexponential function was fitted to the 3 data points to
determine the cumulated activity concentration. The absorbed
dose was calculated by multiplying the time-integrated activity
concentration by the dose concentration factor, derived from the
unit density sphere model of 177Lu (61) and thus taking self-dose
into account (20).

Lund

In the Lund/Gothenburg ongoing clinical trial (EudraCT no.
2011-000240-16), treatment continued until the total deliv-
ered renal biologically effective dose reached 27 Gy, or 40 Gy,
depending on additional risk factors (4). Dosimetry was performed
during every treatment cycle and was based on a hybrid SPECT/
planar method, chosen as a compromise between the quantitative
accuracy of SPECT and the need to visualize the whole-body
tumor burden during the course of treatment. The SPECT/CT
scans were acquired at 24 h after injection (Fig. 7), using 60
projections, each 45 s, in a 360-rotation mode. Scans were ac-
quired using a single energy window centered on the 208-keV
photopeak, with a width of 15% or 20%, depending on the energy
resolution of the SPECT/CT systems used. ME collimators were
used, and projection data were stored in 128 · 128 matrices. The
whole-body anterior–posterior planar imaging was performed at 0,
24 or 48 h, 96 h, and 168 h after injection. The acquired images
were exported for further processing using the in-house software
LundAdose (62). The renal time–activity curves were deter-
mined from this series of planar images that were corrected
for attenuation, scatter, and overlapping tissue activity (17,63).
SPECT reconstruction was performed by an iterative OSEM
algorithm with 8 iterations and 10 subsets. Corrections for at-
tenuation, scatter, and collimator response were included in the
reconstruction, with the low-dose CT image used to generate
AMs and scatter kernels for the ESSE method (49) precalcu-
lated using Monte Carlo methods (29).
Camera calibration for both SPECT- and planar-based quanti-

fication was derived from a planar scan of a known activity placed
in a Petri dish in air. From the quantified SPECT image, maps of
the absorbed dose rate were calculated using a Monte Carlo–based
method in which a CT-derived 3-dimensional map of the tissue
density distribution was used as an input (64). VOIs encompass-
ing the cortex and medulla of the left and right kidneys were
manually segmented based on the CT images. The absorbed dose
rates were determined as the median values of activity within
these VOIs, which were compensated for partial-volume effects
using a recovery factor of 0.85, as determined experimentally.
These SPECT-derived absorbed-dose rates were used to renorm-
alize the time–activity curves obtained from planar images, giving

time-versus-dose rate curves from which values of the absorbed
doses were calculated (65).

CONCLUSION

There is a growing body of evidence that effectiveness of
targeted radionuclide therapies could be greatly improved if they
followed personalized plans based on patient-specific dosimetry
calculations (16). Such calculations, however, require accurate
information about the biodistribution of the radioactive therapeu-
tic agent in the patient body, which must be obtained from quan-
titative imaging studies.
Although the medium-energy b2-emissions of 177Lu make it

useful for many radionuclide therapy applications, its g-emissions
are suitable for quantitative imaging necessary for dosimetry
calculations. This document, which follows the general overview
of quantitative imaging principles to be used in radionuclide
therapy studies presented in the pamphlet by Dewaraja et al.
(33), describes methods that are specifically recommended for
use in 177Lu quantitative studies. A detailed discussion of the
effects that can affect the quantitative accuracy of the estimated
activity distribution and a series of recommendations and guide-
lines are provided. The discussed effects and recommendations
are illustrated by example images and are supported by numeric
data obtained from simulations, phantom experiments, and pa-
tient studies.
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