Modeling Considerations for $^{11}$C-CUMI-101, an Agonist Radiotracer for Imaging Serotonin 1A Receptor In Vivo with PET
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Several lines of evidence demonstrate involvement of serotonin 1A receptors (5-HT$_{1A}$Rs) in the pathophysiology of neuropsychiatric disorders such as depression, suicidal behavior, schizophrenia, and Alzheimer’s disease. We recently published the synthesis and initial evaluation of $[^{11}]$C-$2$-[(4-$N$-[2-(methoxyphenyl)piperazin-1-yl]butyl)-methyl]-1,2,4-triazine-3,5-dione ($^{11}$C-MPT), a 5-HT$_{1A}$R agonist. Here we determine the optimal modeling parameters for $^{11}$C-MPT under its new name, $^{11}$C-CUMI-101, in Papio anubis. Methods: PET scans were performed on 2 adult male $P$. anubis; 166.5 MBq ± 43.0 (4.50 ± 1.16 mCi) of $^{11}$C-CUMI-101 were injected as an intravenous bolus, and emission data were collected for 120 min in 3-dimensional mode. We evaluated 4 different models (1- and 2-tissue compartment iterative and noniterative kinetic models, basis pursuit, and likelihood estimation in graphical analysis [LEGA]), using binding potential (BP$_F$ = $B_{max}$/$K_d$) ($B_{max}$ = maximum number of binding sites; $K_d$ = dissociation constant) as the outcome measure. Arterial blood sampling and metabolite-corrected arterial input function were used for full quantification of BP$_F$. To assess the performance of each model, we compared results using 6 different metrics (percentage difference, within-subject mean sum of squares [WSMSS] for reproducibility; variance across subjects, intraclass correlation coefficient [ICC] for reliability; identifiability based on bootstrap resampling of residuals; and time stability analysis to determine minimal required scanning time) at each of 6 different scanning durations. Models were also evaluated on scans acquired after injecting the 5-HT$_{1A}$ antagonist [N-$[2$-$4$-$N$(2-pyridinyl)cylohexane carboxamide]$\text{WAY}100635$ (0.5 mg/kg, intravenous) and the 5-HT$_{1A}$ agonist 8-hydroxy-2-(di-n-propylamino)tetralin) (8-OH-DPAT) 2 mg/kg, intravenous). Results: All metabolites are more polar than $^{11}$C-CUMI-101, and no significant change in metabolites was observed in the blocking studies. The free fraction is 59% ± 3%. We determined that 100 min of scanning time is adequate and that for the region-of-interest (ROI)–level analysis, the LEGA model gives the best results. The median test–retest percentage difference for BP$_F$ is 11.15% ± 4.82% across all regions.
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radiochemical yield of $^{11}$C-CUMI-101 was 25% at end of synthesis and other quality control indices. The average with analytic HPLC for chemical and radiochemical purities, used for further studies. A small portion of the product was analyzed in saline, filtered through a 0.22-μm filter and a C18 SepPak (Waters). The radioproduct eluted from the HPLC column: acetonitrile/0.25 M sodium phosphate solution [40:60]; flow rate, 2 mL/min; retention time, 6 min). The metabolites and free fractions were assayed using a Perkin Elmer 3100A spectrophotometer (Shimadzu). The metabolites were identified by comparing their retention times with those of standards. The metabolite and free fraction analyses were performed using an ultrafiltration method as described elsewhere (29). The free fraction was determined using an ultrafiltration method as described elsewhere (29). The free fraction was determined using an ultrafiltration method as described elsewhere (29).

**PET Studies**

A series of $^{11}$C-CUMI-101 PET scans was performed on 2 male baboons with an ECAT EXACT HR+ scanner (Siemens Medical Solutions, Inc.). Animal anesthesia and preparation were as previously described (23). On average, 166.5 ± 42.9 MBq (4.50 ± 1.16 mCi) of $^{11}$C-CUMI-101 were injected, with a specific activity of 49.95 ± 24.42 GBq/μmol (1.35 ± 0.66 Ci/μmol), as an intravenous bolus over 30 s, and emission data were collected for 120 min in 3-dimensional mode. Data were collected in 23 consecutive frames with increasing duration, 30-s ($n = 2$), 60-s ($n = 3$), 2-min ($n = 5$), 4-min ($n = 4$), and 10-min ($n = 9$) frames. Plasma samples were taken every 10 s for the first 2 min, using an automated system, and thereafter taken manually for a total of 34 samples. A total of 4 test–retest experiments (2 in each animal) and 4 test–block studies (2 in each animal) were obtained. A test–retest experiment is defined as 2 sequential PET scans in 1 animal on the same day. A test–block experiment is 1 test scan, which is followed by injection of an antagonist or agonist and then followed by a repeated scan. The blocking experiments used the potent and selective 5-HT1A antagonist WAY100635 (0.5 mg/kg, intravenous) or 8-OH-DPAT (2 mg/kg, intravenous; a partial agonist) 30 min before the second injection of $^{11}$C-CUMI-101.

**Metabolite and Free Fraction Analysis**

Six plasma samples were obtained at 2, 4, 12, 30, 60, and 90 min during each scan for the determination of unmetabolized $^{11}$C-CUMI-101 (24). The free fraction was determined using an ultracentrifugation method as described elsewhere (25) (HPLC column: Phenomenex, Prodigy ODS(3) 4.6×—250 mm, 5 μm; mobile phase: acetonitrile/0.25 M sodium phosphate solution [40:60]; flow rate, 2 mL/min; retention time, 6 min). The metabolites and free fractions were assayed using a Perkin Elmer 3100A NaI γ-detector, and all data were corrected for background radioactivity and decay. The 6 metabolite points were fitted with the Hill function ($1 - A[1 + \beta]/(1 + C)) and weighted using the delta method (26). This fit was then used to correct the plasma radioactivity (34 samples), and a 3-exponential function was used to fit the corrected data.

**Image Processing and Analysis**

PET data were reconstructed with transmission-based attenuation correction and model-based scatter correction (27). The reconstruction filter and estimated image filter were Shepp 0.5, axial (Z) filter was all-pass 0.4, and zoom factor was 4.0. The final image resolution at the center of the field of view was 5.1-mm full width at half maximum (28). A T1-weighted MR image of the head was acquired on a 1.5-T Signa Advantage system (GE Healthcare). Regions of interest (ROIs) included anterior cingulate, amygdala, cerebellum, dorsal raphe nucleus, hippocampus, insular cortex, prefrontal cortex, and temporal cortex and were drawn on coregistered MR images. A large region of the cerebellum, excluding the area adjacent to the occipital cortex, was selected as the reference region.

To quantify tracer binding, time–activity curves were analyzed by 3 modeling approaches using the metabolite-corrected plasma input function: 2-tissue compartment (2TC), basis pursuit (29), and likelihood estimation in graphical analysis (LEGA) (30). The 2-tissue compartment kinetic model (2TC) is used with a standard iterative (2TCIT) nonlinear least-squares algorithm, both constrained (where the ratio of $K_t/k_2$ values is constrained to the value of the total volume of distribution $V_T$ of the reference region and unconstrained, as well as a noniterative approach (2TCNI) with the time–activity curve regressed on each of a library of functions $e^{-\theta_1t}\otimes C_{p}(t)$ for a range of $\theta_1$ values (31), with $V_T$ being computed from the best of these fits. The noniterative alternative to the traditional compartmental modeling approach was implemented by Simpson et al. (31) for the 1-tissue model. This approach uses a library of functions, similar to that used for basis pursuit, to avoid numeric problems that can arise with the usual iterative fitting procedure. Specifically, the 2TCNI method regresses the time–activity curve data (using a fast nonnegative least-squares algorithm) on each possible pair of library functions, with the smallest sum of weighted squared errors determining the 2 library functions used in the final fit. Basis pursuit was implemented using the DEPICT.
software created by Gunn et al. with 30 basis functions and θ ranges (0.566–0.0136) recommended (29). LEGA (30,32) is a bias-free approach to the graphical analysis suggested by Logan et al. (33), and our application of this method uses the last 8 time points for fitting. A 1-tissue compartment was also evaluated, but not included in the final analysis because of poor fitting of the time–activity curves. Likewise, a 3-tissue compartment model proved to be overparameterized and, thus, was not considered among candidate models.

Model Selection

Using binding potential (BP) as the outcome measure for 4 test–retest pairs, 2TCNI, basis pursuit, and LEGA modeling approaches are compared. Following the approach taken in an earlier test–retest study for a different ligand (34), 6 metrics are used to help judge among the models considered: percentage difference (PD) and within-subject sum of squares (WSMSS) to measure reproducibility; variance of BP measurements; intraclass correlation coefficient (ICC) to measure reliability; median absolute deviation (MAD) of bootstrap resampled data to measure identifiability; and time stability. Each of these is described next.

PD. The test–retest reproducibility was calculated as the absolute difference between the test and retest values divided by their average.

\[ \text{WSMSS} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{X_{i1} - X_{i2}}{X_{i1}} \right)^2. \]

Here, \( X_{i1} \) represents the “test” value of an outcome measure for experiment 1, \( X_{i2} \) represents the “retest” value for the same experiment, \( n \) is the number of test–retest pairs, and \( \bar{X}_i = (X_{i1} + X_{i2})/2 \).

Variance. The variance of an outcome measure is the sample variance (across experiments) of all observations for each ROI.

ICC. The measure of within-subject variability relative to between-subject variability was computed using the ICC:

\[ \text{ICC} = \frac{BSSMSS - WSSMSS}{BSSMSS + (k-1)WSSMSS}. \]

where BSMSS is the mean sum of squares between subjects, WSMSS is the mean sum of squares within subjects, and \( k \) is the number of repeated observations (\( k = 2 \) in the current study). The coefficient value ranges from -1 (no reliability) to 1 (maximum reliability).

Identifiability. To assess the stability of each estimation strategy, we computed 100 bootstrap samples (35) for each subject’s ROI and estimated the outcome measure for each of these samples. Because interest in this article centers on variability in the modeling of the brain time–activity curves rather than that for plasma and metabolite modeling, bootstrap samples were taken only of the time–activity curve data. We measured the variability of these estimates using the robust MAD criterion:

\[ \text{median} |Z_j - \text{median}(Z_1, Z_2, \ldots, Z_{100})|, \ j = 1, 2, \ldots, 100. \]

This approach to assessing identifiability may be preferred to the more customary technique of using the asymptotic formulas for standard errors in nonlinear regression as it does not rely on distributional assumptions of the noise.

Time Stability. It may appear logical that the longer the acquisition time, the more accurate the estimation. However, because of the physical decay of the radionuclide (\(^{11}\text{C} \) half-life = 20 min) as well as subject head motion, the acquired data become increasingly noisy toward the end of the scan and do not necessarily contribute useful information. Considerations of subject comfort would also dictate that data acquisition time be as short as possible.

All studies analyzed here included a full 120 min of scanning. To assess performance of each method with shorter scan-duration data, each model was fit to data with later frames deleted. This was done for total scan times of 120, 110, 100, 90, 80, and 70 min. For each ROI of each study, we computed the ratio of the outcome measure for the shorter scan time to that for the full scan. An estimation procedure for an ROI was considered stable at a given scanning duration if the mean of these ratios across all studies was between 95% and 105% and if their SD was <10%. In addition, all the other metrics described in this section were recalculated for each of the candidate scan durations.

For each of these metrics, medians are taken across all scans and all ROIs, for both subjects. Although time stability is considered as an independent metric, each of the other metrics is also evaluated at 6 different scan durations, thereby contributing to the assessment of the model stability over time. Each of these metrics is applied separately to the data from each ROI and these are summarized across all ROIs. Finally, models are rank-ordered on the basis of each metric, and the best overall model is selected.

Assessment of Specific Binding

Using the best model for the minimal scan time (the determination of which is described earlier), blocking studies are evaluated by calculation of the percentage change in \( V_T \) and BP after injection of 8-OH-DPAT or WAY100635 and by evaluating this value in light of the test–retest variability.

Voxel-Based Analysis

Parametric \( V_T \) images are created using 2TCNI by performing a voxel-based analysis and then coregistering the resulting image with the MR image. The LEGA model is not ideal for voxel analysis because of a high noise level.

RESULTS

Metabolite and Free Fraction Analysis

Figure 1 shows the unmetabolized fraction of \(^{11}\text{C}-\text{CUMI-101} \) over time in baboon plasma during a typical single scan and the corresponding plasma input function before and after correction by metabolite data. All metabolites were more polar than \(^{11}\text{C}-\text{CUMI-101} \), and no change in metabolites was observed in the blocking studies (15). The free fraction was 59% ± 3%.

Model Selection

The 2TC model yielded poor fits in the blocking studies, and the 2TC unconstrained model proved to be overparameterized (adequate fits of the data but one of the fitted time constants would often be very near zero, inflating the estimated \( V_T \) value). Thus, of the 2TC models, only the 2TCNI is presented here. Fits of the 3 models to the time–activity curve data are shown in Figure 2. Results of the analysis of the various metrics are presented in tabular and graphical form.
To limit the effect that outliers can have on summary measures (across subjects and ROIs) of the various metrics considered, we summarized results using the median rather than the mean. It should be noted in advance that LEGA metrics for 70 min of scan time are often quite poor. Given that at 70 min of scan time only 3 data points remain with which to fit the model, this is not surprising.

**Median Percentage Difference**

The median percentage difference (PD) Fig. 3A) varies between 9% and 16% for 2TCNI, 14% and 17% for basis pursuit, and 9% and 44% for LEGA; small numbers are better. WSMSS (Fig. 3B) results range from 2 to 12 for 2TCNI, 9 to 29 for basis pursuit, and 3 to 6,000 for LEGA; small numbers are better. Variance (Fig. 3C) ranges from 5 to 10 for 2TCNI, 16 to 32 for basis pursuit, and 6 to 5,800 for LEGA; small numbers are better. ICC (Fig. 3D) ranges from 0.36 to 0.58 for 2TCNI, 0.26 to 0.59 for basis pursuit, and 0.24 to 0.53 for LEGA; large numbers (closer to 1) are better. Bootstrap identifiability (Fig. 3E) was calculated only for 2TCNI and basis pursuit because the 8 data points fitted by the LEGA method are not sufficient to allow a proper distribution of bootstrap samples. The 2TCNI MAD of bootstrap samples of data is between 0.2 and 0.3 versus 1.0 and 1.9 for basis pursuit; small numbers are better. Time stability data are summarized in Table 1 and represent the minimum scanning time for which the time stability criterion is satisfied for a given ROI in a given model. LEGA requires 100 min of scanning time versus 110 min for 2TCNI and 120 min for basis pursuit.

**FIGURE 1.** (A) Fraction of plasma activity associated with unmetabolized \(^{11}C\)-CUMI-101 in baboon plasma during a single scan. Fitted line is estimated from the Hill model \((1 − \frac{At^b}{t^b + C})\). (B) Total and metabolite-corrected plasma radioactivity. Fitted line represents the 3-exponential function fit to the data. Error bars represent weights calculated by the delta method.

**FIGURE 2.** Regional time–activity curves and corresponding least-squares minimized fits to 3 different models. (A) 2TCNI. (B) Basis pursuit. (C and D) LEGA (native and transformed space, respectively). CER = cerebellum; ACN = anterior cingulate; TEM = temporal cortex.
Assessment of Specific Binding

Using the LEGA model with 100 min of data, percentage changes (PDs) in $V_T$ and $BPF$ values after injection with either 8-OH-DPAT or WAY-100635 are shown in Figure 4. Preadministration of WAY-100635 resulted in 57%–78% reduction in $V_T$ values and 85%–91% reduction in $BPF$ values for all ROIs. Reductions of $V_T$ and $BPF$ values with 8-OH-DPAT preadministration were 51%–72% and 73%–83%, respectively. These values should be viewed in light of a test–retest PD (for measures of $BPF$) of 11%–65%. Blockade was also seen in the cerebellar reference region: 27%–62% for both agents. Using $BP_P$ ($BP_P = V_TROID R - V_TREF$, where ROI is the region of interest and REF is the reference tissue) instead of $BPF$ as the outcome measure does not change the relative performance of the competing modeling approaches on the metrics considered; $BP_P$ yielded slightly better values on the 6 metrics considered (data not shown).

Voxel-Based Analysis

$BP_P$ voxel maps during test and blocking conditions are provided in Figure 5. As LEGA has not been optimized for voxel-based analysis, the second-ranking 2TCNI method was used to derive voxel-by-voxel $V_T$ values. To evaluate the agreement between voxel-by-voxel and ROI-derived $V_T$ values, the 2TCNI voxel derived is correlated with the 2TCNI ROI (Fig. 6A; $R^2 = 0.98$, $m = 1.05$, $b = 0.33$). In the voxel

FIGURE 3. Modeling metrics comparing 2TCNI, basis pursuit, and LEGA models at 6 different scan durations. (A) PD. (B) WSMSS. (C) Variance. (D) ICC. (E) Identifiability. For all measures, medians are taken across all scans and all ROIs, for both subjects. (A) Error bars represent average deviation from the median. Asterisk in A indicates that the modeling of dorsal raphe did not converge for basis pursuit for the 100-min scan time (for a single study) and thus was left out of the analysis.
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method time–activity curves are generated and modeled for each voxel to obtain voxel level VT and BP_F values; these VT and BP_F values then are averaged within an ROI (Fig. 6A). In the ROI method, time–activity curve data are generated by averaging emission data throughout the ROIs frame-by-frame; as a result, 1 time–activity curve, VT_or BP_F is obtained per ROI. To evaluate agreement between the first-, second- and third-ranking ROI-based approaches, LEGA ROI is correlated with 2TCNI ROI (Fig. 6B; \( R^2 = 0.98, m = 1.04, b = 0.15 \)), and LEGA ROI is correlated with basis pursuit ROI (Fig. 6C; \( R^2 = 0.96, m = 1.17, b = -0.06 \)). Finally, LEGA ROI is correlated with the 2TCNI voxel derived (Fig. 6D; \( R^2 = 1.0, m = 1.12, b = 0.263 \)).

DISCUSSION

Model Selection

We have evaluated several different kinetic and alternative approaches to estimating 5-HT1A BP_F using the novel radio-ligand \(^{11}C\)-CUMI-101 in test–retest studies on baboons. One- and 2-tissue compartment iterative models did not produce acceptable curve fitting (data not shown). LEGA outperformed basis pursuit and 2TCNI in all metrics (Table 2) and also proved to be more robust than the other models for scan durations as short as 100 min in baboons. The median percentage difference of BP_F at the optimal scanning duration (100 min) for this model is 11.15% ± 4.82%, suggesting that this ligand should be suitable for detection of even relatively small changes in BP_F.

Optimal Scanning Duration

Time stability analysis has been used as one of the metrics for model selection; specifically, it allows the determination of the minimal scan duration that will return nearly identical outcome measures as the full dataset. The intention of such an analysis is 2-fold: it provides information about the stability of the modeling method and it can potentially allow a reduction in time subjects spend in the PET camera without undue loss of information. For this reason, all outcome measures used for model selection were evaluated for each iteration of shortened scan durations to determine the minimum duration of scanning without sacrificing other metrics. However, there can be species differences in the rates of metabolism of the compound that may affect the required scanning duration in humans.

Voxel Images

Kinetic modeling is usually performed on time–activity curves for ROIs, which are generated by averaging the time–
activity curves from all voxels contained within an anatomically defined region. Modeling can also be often performed for each voxel individually. We selected the second-best ROI-based model, 2TCNI, for the voxel-based analysis because LEGA is not suitable for the voxel-based modeling approach. By applying ROIs post hoc to the VT images, we found close agreement between average VT values derived by 2TCNI voxel and 2TCNI ROI analyses (Fig. 6A) as well as between 2TCNI ROI and LEGA ROI.

ROI-based analysis allows for a more accurate estimation because the data are less noisy as a consequence of the averaging procedure. However, this approach may miss important information in areas that do not correspond closely enough to the predefined ROIs. For example, when searching for the best reference region, the voxel-based approach enabled us to conduct a brain-wide search for the region with the lowest VT and the least displacement in response to a blocking dose of a competing ligand of the receptor.

Displaceable Binding in the Reference Region

As we demonstrated earlier, the cerebellum is not completely devoid of 5-HT1A Rs in humans (36). This may explain why the cerebellar VT of 11C-CUMI-101 shows displacement after blocking doses of both WAY-100635 and 8-OH-DPAT (Fig. 4A). To our knowledge, this is the first report indicating specific 5-HT1A binding in the cerebellum of baboons. However, in contrast with an earlier finding in humans (36), we find no regional heterogeneity in the vermis versus cerebellar hemispheres, which is based on slice-by-slice visual inspection of the VT voxel maps of the baseline experiments and voxel maps created by subtracting the VT map of the WAY-100635 block experiments from the VT voxel map of the corresponding baseline experiment (data not shown). Although unlikely, on the basis of these experiments, we cannot exclude the possibility that both blocking procedures (i.e., WAY-100635 and 8-OH-DPAT) had an effect on the free and nonspecific binding of 11C-CUMI-101. Importantly, this argues that interpretation using modeling approaches, which depend on the assumption that the reference region remains unaffected by the experimental intervention, should be done with caution.

Differential Displacement by 8-OH-DPAT and WAY-100635

Tracer uptake in response to preadministration of agonist 8-OH-DPAT was lower than that in response to antagonist WAY-100635. It is important to keep in mind that these were unmatched single doses of each competing agent. If we were to evaluate which molecule is more effective in displacing 11C-CUMI-101 from specific binding, one would have to construct a dose–response curve for both agents and compare them, taking into account blood levels and molecular weights of both agents. Although this was beyond the scope of the current study, even if this was done, we might find that an antagonist (such as WAY-100635) at any particular concentration would apparently displace more of an agonist tracer (such as 11C-CUMI-101) than 8-OH-DPAT (another agonist), because an antagonist given at a blocking dose is more likely to keep the receptor in the G-protein–uncoupled, low-agonist-affinity state longer than an agonist—thereby, reducing the apparent availability of the 5-HT1A Rs for binding with an agonist.

Considerations of LEGA: The Optimal Model

When selecting a model it is important to take into consideration the goal of the analysis. Although LEGA outperformed other models on metrics presented in this study, it is important to keep in mind that LEGA is a graphical approach; therefore, it does not provide estimates of kinetic parameters such as K1–k4. Furthermore, LEGA is more sensitive to high noise levels than the other approaches considered. This does not affect LEGA’s performance when used in the ROI-based analysis, as averaging reduces noise that occurs across the voxels in an ROI. However, this indicates that LEGA is not suitable without further development to be used in a voxel-based modeling approach.

In addition to the LEGA approach considered here, there are several other methods that have been developed in the graphical analysis framework to reduce or eliminate the noise-dependent bias demonstrated by others. (37) We considered LEGA because it represents an exact solution...
to the estimation problem by modeling time–activity curve noise directly and, thus, it inherits optimality properties associated with the likelihood theory. Also, among several approaches considered in a simulation study, LEGA was found to have the smallest bias, although its variance was not as small as some of the others (38).

We did not consider any of the numerous reference tissue–based approaches to modeling because there is detectable, displaceable 5-HT1A binding in the cerebellum (36). This is well demonstrated by the data presented here. Our results show that there was significant displacement of $V_T$ in the cerebellum (Fig. 4A). In the absence of a true reference region, we use methods that require an input function to minimize the error associated with estimating the outcome measures. Reference tissue approaches are limited in that the only outcome measure that is an index of $B_{\text{max}}$ is $B_{\text{ND}}$—the outcome measure most sensitive to changes in cerebellar binding ($[V_{T\,\text{ROI}} - V_{T\,\text{Cer}}]/V_{T\,\text{Cer}}$). However, on the basis of the current baboon study, it is not possible to predict whether arterial sampling will be required in human studies. For this, the assumptions of a bloodless design will have to be tested in humans. However, even if some studies may not require an arterial input function, other studies will need it to rule out effects of drug or disease on the free fraction of the tracer.

Advantages of $^{11}$C-CUMI-101

$^{11}$C-CUMI-101 has several advantages over prior 5-HT1A agonist in vivo PET tracers. $^{11}$C-CUMI-101 has a very stable and reproducible metabolic profile (Fig. 1), with only highly polar metabolites that do not cross the blood–brain barrier (15); this enables calculation of a metabolite-corrected arterial input function. Furthermore, $^{11}$C-CUMI-101 exhibits an abundant, consistent, and easily measurable free fraction in plasma and produces time–activity curves with kinetics suitable for modeling. All of these attributes

![FIGURE 6. Correlation plots of $V_T$ values across various modeling approaches including ROI-analysis vs. voxel-based analyses. (A) 2TCNI voxel vs. 2TCNI ROI ($R^2 = 0.97$). (B) 2TCNI ROI vs. LEGA ROI ($R^2 = 0.97$). (C) Basis pursuit ROI vs. LEGA ROI ($R^2 = 0.97$). (D) 2TCNI voxel vs. LEGA ROI ($R^2$ of 1.00). Line of identity has been added for reference. Data reflect all ROIs in all studies.](https://jnm.snmjournals.org)

<table>
<thead>
<tr>
<th>Metric</th>
<th>2TCNI</th>
<th>LEGA</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WSMSS</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>VAR</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>ICC</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>ID</td>
<td>1</td>
<td>N/A</td>
<td>2</td>
</tr>
</tbody>
</table>

*With 1 being the best of each criterion.

VAR = variance; ID = identifiability; N/A = not applicable.
make $^{11}$C-CUMI-101 a promising PET tracer suitable for full in vivo quantification.

CONCLUSION

On the basis of the 6 metrics used to judge among competing models, we determined that 100 min of scanning time is sufficient for quantification of $^{11}$C-CUMI-101 using the LEGA method and that LEGA is preferred for ROI-based analysis, which is closely followed by the 2TCNI approach and then by basis pursuit. Furthermore, significant specific binding in many brain regions is demonstrated after administering pharmacologic doses of 5-HT$_{1A}$ antagonist WAY-100635 or the 5-HT$_{1A}$ agonist 8-OH-DPAT. Considering that the data presented here were obtained from healthy baboons, it could be argued that the results may not be valid for a human population—especially, the optimum scanning time. In fact, antidepressant-naive patients with major depression could be expected to possess higher specific binding, which may lead to a slower equilibration of binding kinetics. Therefore, the selected scanning time should be reevaluated in human subjects. Nevertheless, $^{11}$C-CUMI-101 has great promise as a radioligand in the study of the serotonergic system in mental illness and should be considered for standard use in humans.
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Erratum

In the article “Disulfiram Inhibits Defluorination of $^{18}$F-FCWAY, Reduces Bone Radioactivity, and Enhances Visualization of Radioligand Binding to Serotonin 5-HT$_{1A}$ Receptors in Human Brain,” by Ryu et al. (J Nucl Med. 2007;48:1154–1161), Figure 2 contained some errors. The corrected figure appears below.
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