Comparison of 2-Dimensional and 3-Dimensional Acquisition for $^{18}$F-FDG PET Oncology Studies Performed on an LSO-Based Scanner
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Three-dimensional (3D) PET acquisition has the potential to reduce image noise but the advantage of 3D PET for studies outside the brain has not been well established. To compare the performance of 2-dimensional (2D) and 3D PET for whole-body $^{18}$F-FDG applications, a series of patient studies were performed using a lutetium oxyorthosilicate (LSO)-based tomograph. 

**Methods:** Comparative 2D and 3D images were acquired for 27 oncology patients using an LSO-based tomograph. Data acquisition (350–650 keV, 6 ns) started 99 ± 12 min (mean ± SD) after injection of 624 ± 76 MBq $^{18}$F-FDG. Bias caused by tracer redistribution and decay was eliminated by acquiring dynamic data over a single-bed position using a protocol that alternated between septa-in and septa-out modes (2D, 3D, 2D, 3D, 2D, 3D, 2D, 3D). Frames were combined to form 8 statistically independent sinograms: four 2D replicates (105 s) and four 3D replicates (90 s). The different frame durations in 2D and 3D compensated for the different number of overlapping bed positions required for an 85-cm whole-body study. Images were reconstructed with either 2D or fully 3D ordered-subsets expectation maximization (2 iterations and 8 subsets; 2D 6-mm gaussian, 3D 5- and 6-mm gaussian). Image target-to-background ratio was assessed by dividing the lesion maximum by the mean within a neighboring background region. Image noise was assessed by applying background regions of interest to the replicate images and calculating the within-patient coefficient of variation. 

**Results:** The difference in target-to-background ratio between the 2D and 3D images, when they were filtered with 6-mm and 5-mm gaussian filters, respectively, was not highly statistically significant ($P = 0.16$). The mean ratio of 3D to 2D image values was 0.94 with 95% limits of agreement of 0.63–1.41. The within-patient coefficients of variation for the 2D and 3D images were 13% ± 15% and 9% ± 10%, respectively ($P = 0.0005$). 

**Conclusion:** Under conditions of matched target-to-background ratios, the 3D mode was found to produce images with significantly less variability than the 2D mode. These data provide support for the use of 3D acquisition with LSO detectors to reduce scan times in whole-body $^{18}$F-FDG applications.
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Whole-body PET using the glucose analog $^{18}$F-FDG has proven to be highly valuable in many oncology applications (1) despite the fact that image quality is frequently limited by statistical noise. As in other PET applications, high noise can be attributed to the relatively low sensitivity of clinical scanners and the limited levels of radioactivity that can be administered to patients because of radiation safety and scanner counting rate considerations. In whole-body applications the issue is compounded by the need for extended axial coverage and, to produce images of sufficient statistical quality, data acquisition periods can be lengthy. Reducing the length of the scanning procedure would clearly improve patient comfort, reduce the likelihood of patient motion, and also increase patient throughput. However, unless otherwise compensated, shorter data acquisition periods would lead to increasingly noisy images that may compromise accurate interpretation. One of the factors that has limited the sensitivity of many PET tomographs is the presence of interplane septa. Current scanners, particularly those based on bismuth germanate (BGO) scintillation crystals, have limited energy resolution meaning that scattered photons cannot be completely rejected by energy discrimination. To reduce the number of scattered photons that reach the detectors, annular septa are positioned so as to absorb photons incident at large oblique angles. These septa effectively reduce the proportion of scattered photons that are measured but they also reduce the sensitivity for unscattered photons. Whereas in single-photon γ-camera imaging the collimator is essential for image formation, in PET the septa are not necessary to provide positional information and data acquisition can be performed in either septa-in or septa-out modes. Both modes of operation result in 3-dimensional (3D) volumetric...
images, but data acquisition with the septa in the field of view has been referred to as the 2-dimensional (2D) mode and data acquisition with no septa has been referred to as the 3D mode.

The higher sensitivity of 3D acquisition would seem to give it a clear noise advantage over 2D acquisition, but the issue is complicated by several factors (2). Removing the septa increases sensitivity by a factor of around 5–7 (3,4), resulting in much higher counting rates. This is, of course, the objective of 3D acquisition but the higher counting rates can also lead to greater detector dead time, which may mean that the expected increase in system sensitivity is not fully realized in clinical practice. Furthermore, increased counting rates for true coincidences are associated with even greater increases in counting rates for random coincidences. Whereas trues (ideally) increase linearly with activity in the field of view, randoms increase with the square of activity (5) and can rapidly overtake the trues rate. Randoms correction can be implemented by acquiring additional data in a delayed time window, but compensating for a large randoms component can increase noise and further reduces the potential performance advantage of the 3D mode. Scatter is also an important issue because part of the increased sensitivity obtained in 3D is due to the detection of a large number of unwanted scattered photons. Scatter fractions of 10%–20% that have been reported for 2D acquisition increase to 40%–50% in 3D and may still underestimate the situation encountered in clinical body applications (6). When these issues are considered the advantage of 3D acquisition is not at all obvious.

Evaluating the relative performance of 2D and 3D acquisition is itself a complicated task because of the large number of variables that may influence the comparison. 3D performance is expected to be application dependent as the extent of the dead time, randoms, and scatter issues is likely to be different for different clinical situations. In addition, results may vary depending on the tasks and metrics used for image quality assessment and conflicting reports can be found in the literature. Cherry et al. (7) have shown that 3D acquisition can lead to greater signal-to-noise ratios and improved detection of local changes in cerebral blood. Badawi et al. (6) found that improved noise-equivalent counting rate performance was obtained in 3D for a range of object sizes and activity concentrations, including those applicable to whole-body imaging situations. However, comparisons of 2D and 3D performance in high counting rate, high-scatter 82Rb cardiac studies have shown either a disadvantage for 3D (8) or images of comparable quality (9). In 18F-FDG whole-body applications important work has been done comparing lesion detection using phantoms and simulated data. Raylman et al. (10) found no statistically significant difference in lesion detection between 2D and 3D and Lartizien et al. (11) found an advantage for 3D only when the administered activity was optimized for 3D. Farquhar et al. (12) and Lodge et al. (13) compared 2D and 3D acquisition using clinical data and found no advantage for 3D in terms of lesion detection or image noise, whereas El Fakhri et al. (14) found an advantage for 3D in terms of lesion detection but only for smaller patients and low-activity concentrations.

A possible cause of the poor 3D performance that has been reported for body applications is that all the above studies were performed on BGO-based tomographs that were not optimized for 3D. Scanners with detectors based on crystals such as gadolinium oxyorthosilicate (GSO) (15) and lutetium oxyorthosilicate (LSO) (16) may give more favorable 3D results because of reduced randoms and dead time and potentially improved scatter rejection. The present study was performed on the ECAT Accel (CPS Innovations), which is the first production clinical PET scanner with LSO crystals and is one of the few non-BGO scanners that is capable of both 2D and 3D acquisition. To compare the 2 acquisition modes under realistic conditions, we used patient data and minimized effects that could bias the outcome. The effects of tracer redistribution and isotope decay between 2D and 3D acquisitions were minimized by using a protocol that alternated between septa-in and septa-out acquisitions. 2D and 3D images were reconstructed using the same ordered-subsets expectation maximization (OSEM) algorithm in 2D and fully 3D forms. In addition, care was taken to compare image noise under conditions of matched lesion contrast. Specifically, lesion target-to-background ratios were matched in both the 2D and 3D patient images, which included scatter and other effects that could lead to poorer lesion contrast than that expected from in-air phantom measurements.

Although the main advantage of 3D acquisition is improved sensitivity, there are other benefits that are related to scanner design. These include the potential to enlarge the patient port by eliminating the septa, allowing improved patient access and reduced production costs. In terms of image quality, however, the main advantage that has been proposed for 3D acquisition is increased sensitivity. It is expected that (all other things being equal) any increase in sensitivity will translate to reduced image noise and potentially improved lesion detection or, alternatively, to shorter acquisitions that produce images of similar quality. The aim of this study was to determine whether image noise in whole-body 18F-FDG applications was, in fact, reduced with 3D acquisition when similar reconstruction algorithms were used to produce images of similar contrast to those obtained in 2D. Without such a reduction there would seem to be no possibility for improved lesion detection and no scope for reduced scan times without compromising image quality.

MATERIALS AND METHODS

Patient Population

The study population consisted of patients who had whole-body 18F-FDG PET studies as part of their clinical management. After completion of the whole-body scans, 27 patients (20 male, 7 female) volunteered for additional research acquisitions. The mean patient...
weight was 87 ± 18 kg and ranged from 59 to 118 kg. The mean body mass index (weight divided by height squared) was 28.3 ± 4.9 and ranged from 19.8 to 38.8. Research data acquisition was approved by the appropriate Institutional Review Board and is described below. All research data were anonymous from the outset and the clinical whole-body images did not form part of the study.

**PET Tomograph**

All image data were acquired on an ECAT Accel PET scanner. This scanner consisted of 9,216 LSO crystals that were arranged in a block design. Individual detector blocks contained 64 crystals, each with dimensions 6.45 × 6.45 × 25 mm. The axial and transaxial field of view was 162 mm and 585 mm, respectively. Interplane septa could be moved in and out of the field of view to allow either 2D or 3D data acquisition. The transverse spatial resolution (17) of the system for 3D acquisition was 6.1-mm full width at half maximum (FWHM) at the center and 6.7-mm FWHM at a radius of 10 cm. For 2D acquisition the same parameters were 6.1 and 6.8 mm. The axial resolution was 4.5 mm for 3D and 4.6 mm for 2D at the center of the field of view. Data were acquired using a 350- to 650-kV energy window and a 6-ns coincidence timing window. Transmission data were measured using three 68Ga68Ge positron sources that operated with the septa in the field of view.

**Acquisition Protocol**

All patients fasted for 4 h before an 18F-FDG administration of 7.48 ± 1.67 MBq/kg. The mean amount of activity was 624 ± 76 MBq (16.9 ± 2.1 mCi) and the mean time between injection and the start of the research acquisition was 99 ± 12 min. Image data were acquired over a single-bed position and, wherever possible, included an area of suspected disease. The single-bed position research acquisitions were acquired over the neck (n = 1), upper chest (n = 8), lower chest (n = 9), and abdomen (n = 9). Twenty-five patients were scanned with arms by their sides in the field of view and 2 patients were scanned with arms out of the field of view.

To reduce bias caused by radioactive decay and tracer redistribution, data were obtained using a protocol that alternated between 2D and 3D in an interleaved fashion (Fig. 1). At each position of the septa a short dynamic emission scan was acquired and the resulting sequence of imaging was as follows: 4 × 35 s 2D, 4 × 30 s 3D, 4 × 35 s 2D, 4 × 30 s 3D, 4 × 35 s 2D, and 4 × 30 s 3D. The total time for this protocol was 24 min and included approximately 1 min to move the septa and configure data acquisition before each scan. Upon completion of the final scan the data were combined to form 4 separate 2D sinograms and 4 separate 3D sinograms. For each acquisition mode the corresponding frames from each of the 3 dynamic scans were summed to form composite sinograms. In this way 4 statistically independent 2D sinograms (4 × 105 s) and 4 statistically independent 3D sinograms (4 × 90 s) were formed. Because the composite sinograms in both 2D and 3D modes were made up from multiple shorter datasets acquired over a similar period, the effective time difference between the 2D and 3D data was minimized. In addition to the independent replicate sinograms described, 2 additional sinograms were produced by summing all data in each mode to form low-noise 2D (420 s) and 3D (360 s) sinograms.

The reason that the 2D acquisitions were performed for multiples of 35 s and the 3D acquisitions were performed for multiples of 30 s is related to the required bed overlap for multibed studies. Because of the different axial sensitivity profiles in 2D and 3D, the 2 acquisition modes require different bed overlaps to ensure approximately uniform sensitivity. In 2D the Accel requires a 5-plane overlap (16.9 mm), whereas in 3D it requires an 11-plane overlap (37.1 mm). Although data were only acquired over a single-bed position, the intention was to reproduce the noise typical of an 85-cm multibed study. Axial coverage of 85 cm requires 6 bed positions in 2D but 7 bed positions in 3D. For this reason comparable scan times in 3D were a factor of 6/7 that in 2D.

Before the summation described above, all sinograms were corrected for random coincidence events using online subtraction of data collected in a delayed window. A 3-min 68Ga68Ge transmission scan was acquired immediately after each patient’s final emission acquisition and used for attenuation correction. The transmission data were segmented (18) according to our standard clinical protocol, and the resulting attenuation correction factors were applied to all 2D and 3D emission data. Scatter correction was applied to both the 2D (scatter deconvolution (19)) and the 3D (model-based scatter simulation (20)) data before image reconstruction using the attenuation-weighted OSEM algorithm (21). The standard clinical implementation was used for the 2D reconstructions and a “fully 3D” implementation (22) was used for the 3D data. The 3D algorithm directly reconstructed the 3D image volume without rebinning the projection data into transverse sinograms. Both 2D and 3D sinograms had 192 elements in 8 subsets, which were the manufacturer’s recommended settings for clinical whole-body studies. After reconstruction, noise was reduced by smoothing the images with a 6-mm FWHM gaussian filter. Additional 3D images were reconstructed with a 5-mm gaussian filter.

**Image Analysis**

Region-of-interest (ROI) analysis was used to quantify lesion target-to-background ratios and image noise. For each patient a series of ROIs were defined on the 420-s 2D image. As the interleaved data acquisition protocol ensured almost perfect spatial registration of all images acquired on the same patient,
these ROIs were applied to all images for that patient without the need for further manipulation. Lesion target-to-background ratio was measured by calculating the maximum pixel value in a small elliptic ROI placed over a lesion and dividing by the mean value within a second ROI placed in a background region (Fig. 2). To minimize the effect of noise on the measurement of the lesion maximum we used the low-noise (420-s 2D, 360-s 3D) images for the analysis of target-to-background ratio. For the noise analysis only the 3D images with the 5-mm gaussian smooth were considered. Image noise was measured by defining a 1.5-cm square ROI in a background region of the central slice. Applying this ROI to the replicate images produced 4 statistically independent measurements of local activity concentration for both 2D \((C_i^{2D})\), where \(i = 1, 2, 3, 4\) and 3D \((C_i^{3D})\), where \(i = 1, 2, 3, 4\) modes. The variability of these measurements was analyzed using the method described below to estimate image noise.

**Statistical Analysis**

Statistical analysis was performed according to the method of Bland and Altman (23–25), which is summarized here. Before performing this analysis, the target-to-background ratios in the 2D and 3D images were compared to confirm that they were matched. Because of the natural pairing of the data, a paired Student \(t\) test was used to assess the significance of differences between the 2D and 3D target-to-background ratios.

Under the assumption of matched target-to-background ratios between the 2D and 3D images, these data were compared in terms of quantitative agreement and variability. For each patient and acquisition mode the mean \((m_{2D}^{i})\) and \(m_{3D}^{i}\) of the 4 replicate background ROI values \((C_i^{2D}, C_i^{3D})\) was determined. Agreement of the 2D and 3D data was measured by calculating, for each patient, the difference \(d\) between the mean ROI data for the 2 modes:

\[
d = m_{3D} - m_{2D}.
\]

Any dependence between \(d\) and the magnitude of the underlying data was determined by plotting \(d\) against \(a\), the average of \(m_{2D}\) and \(m_{3D}\):

\[
a = 0.5 \times (m_{2D} + m_{3D})
\]

and tested using a rank correlation coefficient (Kendall \(\tau\)). In the event of a significant correlation, the data were logarithmically transformed (base 10) and the analysis repeated. Logarithmic transformation is effective at removing the proportionality between parameters of this kind. Failure to eliminate this dependence would mean that the limits of agreement would be overestimated for regions of low activity and underestimated for regions of high activity. The mean \((D)\) and the standard deviation \((\sigma)\) of \(d\) was calculated for all patients. \(D\) represents the mean difference between 2D and 3D and the 95% limits of agreement were determined from \(D \pm 1.96 \sigma\). These limits represent the values between which 95% of differences lie under the assumption that \(d\) is normally distributed (Shapiro–Wilk test). Results on the logarithmic scale were transformed back to the original units by taking the inverse logarithm.

Image noise was calculated for each acquisition mode as follows. For each patient the SD of the 4 replicate ROI values were plotted as a function of their mean. Similar to the above analysis, any proportionality between the SD and the mean was tested using the Kendall \(\tau\). In the event of a significant dependence, the ROI data values were logarithmically transformed and the above analysis was repeated. The within-subject SD was determined by averaging the variances (square of the SD) for each patient and taking the square root. This is the within-subject SD on a logarithmic scale, which can be converted to the within-subject coefficient of variation in the original units by taking the inverse logarithm and subtracting 1. The within-subject coefficient of variation is the ratio of SD to the mean and was the parameter used to quantify image noise in this study. The significance of differences between 2D and 3D noise was determined by comparing the variances using a paired \(t\) test.

**RESULTS**

The mean dimensions of all lesions, estimated from the PET images, were \(2.2 \pm 0.9\) cm \(\times\) \(2.6 \pm 1.3\) cm \(\times\) \(2.8 \pm 1.1\) cm. Figures 3A shows data for lesion target-to-background ratio in both 2D and 3D images when both sets of images were smoothed with a 6-mm FWHM gaussian filter. There is a statistically significant difference \((P = 0.005)\) between the 2 modes of acquisition with 2D having an average target-to-background ratio of \(6.0 \pm 3.3\) and 3D having a ratio of \(5.5 \pm 2.8\). The mean ratio of 3D to 2D target-to-background ratio was \(0.95 \pm 0.12\), indicating a superior target-to-background ratio in 2D mode. Figure 3B shows data similar to that of Figure 3A except, in this case, the 3D images were smoothed with a 5-mm gaussian filter. The mean target-to-background ratio is now \(6.0 \pm 3.3\) for 2D and \(5.8 \pm 3.0\) for 3D with no highly statistically significant difference \((P = 0.16)\) between the 2. The mean ratio of 3D to 2D target-to-background ratio was \(1.00 \pm 0.12\), indicating that the 2 acquisition modes gave rise to images with approximately equal lesion contrast.

Figure 4A shows the difference, \(d\), between the corresponding 2D (6-mm gaussian) and 3D (5-mm gaussian) data as a function of their average, \(a\). The Kendall \(\tau\) was \(-0.248\) \((P = 0.07)\), indicating that \(d\) was not proportional to \(a\) at the 0.05 level of significance. However, proportionality could not be ruled out (Fig. 4A) and the data were logarithmically transformed. Figure 4B shows the data on a logarithmic scale where there is no evidence
for proportionality (Kendall $\tau = -0.151; P = 0.27$). On this scale the mean difference $D$ between the 2D and 3D data was $-0.027$ and the 95% limits of agreement were $-0.202$ and $0.148$. Converting these data back to the original units results in a mean relative difference of $0.94$ with 95% limits of agreement of $0.63$–$1.41$. In other words, 3D acquisition produced concentration estimates that were lower than 2D by, on average, 6%.

Figure 5A examines the repeatability of the 2D data (6-mm gaussian) and shows a plot of the SD of $C_{i}^{2D}$ as a function of its average. The magnitude of the SD was proportional to the average (Kendall $\tau = 0.345; P = 0.012$) so the data were logarithmically transformed. After logarithmic transformation (Fig. 5B) there was no evidence for proportionality (Kendall $\tau = -0.094; P = 0.491$). The within-subject SD (square root of the mean of the variances) was $0.054$ on the logarithmic scale. After inverse logarithmic transformation and subtracting 1, the within-subject coefficient of variation was $0.13 \pm 0.15$.

Figures 6A and 6B show the corresponding data for the 3D (5-mm gaussian) images. As for the 2D data, Figure 6A shows that the SD was proportional to the average (Kendall $\tau = 0.328; P = 0.017$). After logarithmic transformation (Fig. 6B) there was no evidence of proportionality (Kendall $\tau = -0.020; P = 0.884$) and the within-subject SD was $0.037$. After inverse logarithmically transformation and subtracting 1, the within-subject coefficient of variation was $0.09 \pm 0.10$.

A paired $t$ test confirmed that the difference between the 2D and 3D variance data, and thus the within-subject...
coefficient of variation, was highly significant ($P = 0.0005$). This result was supported by visual inspection of corresponding images (Fig. 7), which showed lower image noise in the case of 3D acquisition.

**DISCUSSION**

The main advantage of the current acquisition protocol was that it allowed comparative data to be acquired in real patients as opposed to phantoms and, thus, included all of the effects that influence clinical scans. By scanning over a single-bed position using an interleaved protocol, the 2D and 3D data were effectively acquired at very similar points in time (average time difference = 3.5 min). Differences in tracer concentration due to redistribution and radioactive decay were thus almost entirely eliminated. In addition, bias caused by patient motion at any stage in the acquisition was minimized as motion will have a similar effect on both the 2D and 3D images when acquired in an interleaved mode. This is because each replicate image was itself made from 3 shorter sinograms that were acquired at different times during the total acquisition period. Motion may have caused a loss of resolution in both 2D and 3D images but no spatial misregistration was observed. The fact that the 2D and 3D images were inherently registered meant that ROIs could be applied to identical points in each image, reducing bias caused by software registration or manual repositioning of regions.

The within-patient coefficients of variation for 2D and 3D acquisition measured from our replicate data confirmed the visual impression (Fig. 7) that the 3D images were less noisy. The effect that this may have on lesion detection was not addressed in this study but it does provide some support for a reduction in scan duration with 3D acquisition and LSO detectors. 2D and 3D coefficients of variation ($COV_{2D}$ and $COV_{3D}$) of 0.13 ± 0.15 and 0.09 ± 0.10 mean that, for equal scan durations, $COV_{3D} = 0.69 \ COV_{2D}$. Riddell et al. (26) have shown that for OSEM, the coefficient of variation is inversely proportional to the square root of the number of detected annihilation events (and therefore to scan duration for durations that are small compared with the radionuclide half-life). Making this assumption for our data, 3D scan durations can be reduced by a factor of $0.48 (0.69^{0.5})$ compared with the corresponding 2D acquisitions.

**FIGURE 5.** SD of 2D ROI data $C_{i2D}^{2D}$ as a function of their average. (A) Data are shown in original units (SUV = standardized uptake value). (B) Data are shown after logarithmic transformation.

**FIGURE 6.** SD of 3D ROI data $C_{i3D}^{3D}$ as a function of their average. (A) Data are shown in original units (SUV = standardized uptake value). (B) Data are shown after logarithmic transformation.
the average activity in the field of view $A_{\text{mean}}$ between time $t_1$ and $t_2$ is given by:

$$A_{\text{mean}} = \frac{A_0}{(t_2 - t_1)} \int_{t_1}^{t_2} \exp(-\ln(2)t/t_{1/2})dt,$$

where $A_0$ is proportional to the injected activity and $t_{1/2}$ is the physical half-life of the radioisotope (110 min). $A_{\text{mean}}$ can be calculated for a typical 2D whole-body scan lasting 50 min and starting 60 min after tracer administration and also for the current research protocol, which involved a 20-min emission acquisition period, starting 100 min after tracer administration. On this basis, the mean activity for the typical 2D scan starting at 60 min is greater than the current research protocol by a factor of 1.17. The advantage in terms of shorter 3D scan times, which was previously calculated around 100 min after injection, should therefore be reduced by a factor of not more than 1.17.

Furthermore, in the present study, both 2D and 3D data were acquired after an average $^{18}F$-FDG administration of 7.48 ± 1.67 MBq/kg. This is consistent with the recommendations of the manufacturer for 3D acquisition and similar to those suggested by Everaert et al. (27), who found a dose of 8 MBq/kg or greater to give best results. However, our mean injected activity of 624 ± 76 MBq (16.9 ± 2.1 mCi) was less than the amount that is sometimes given for 2D acquisition, which may be as high as 740 MBq (20 mCi). Increasing the administered activity in 2D from 624 MBq to 740 MBq, assuming detector dead time and other issues remain the same, would mean that the advantage of 3D in terms of shorter scan durations would be reduced by a factor of 1.19 (740 MBq/624 MBq). In other words, scans acquired in 3D on this LSO scanner can be shorter by a factor of 0.67 (0.48 × 1.17 × 1.19) compared with those acquired in 2D for similar noise quality.

The metric used for noise evaluation, the within-subject coefficient of variation, is the parameter recommended for evaluations of this sort (25) as it reflects the within-patient SD as a function of the mean of the data. It is therefore not susceptible to systematic differences such as errors in the calibration of the scanners in 2D and 3D modes. However, it may be influenced by other effects, such as differences in the accuracy of the 2D and 3D scatter corrections. The 3D image data were, on average, lower than corresponding 2D data by 6% (Fig. 4). This difference may be due to errors in scanner calibration or it may be a result of the 3D scatter correction overcorrecting the 3D data compared with the corresponding 2D correction. The latter would tend to reduce the mean image value, leading to an overestimation of the coefficient of variation in 3D. We therefore do not believe that the lower coefficient of variation observed in 3D is a consequence of the small difference in the mean 2D and 3D image values.

The small differences in target-to-background ratios that were observed when identical smoothing was applied to the 2D and 3D images (Fig. 3A) may be related to our use of without degrading image noise. Note that these coefficients of variation reflect image noise and not the reproducibility of the technique as the replicate images were acquired after a single $^{18}F$-FDG administration.

Although the interleaved acquisition protocol had the advantage that it allowed 2D and 3D data to be acquired under the same physiologic conditions, it had the disadvantage that—since the counting rate performance of the 2 acquisition modes was different—both 2D and 3D acquisitions could not be simultaneously optimized. In the present study, emission data were acquired around 100–120 min after tracer administration, whereas typical 2D whole-body scans are performed around 60–110 min after injection. The current research protocol therefore accurately reflects the counting rates that might be encountered toward the end of a 2D whole-body scan but does not represent the situation at earlier times. At earlier, more typical whole-body scan times, 3D image noise may be worse than at the late time point measured in the present study because of increased randoms and dead time. However, identical 3D noise performance can be achieved at the earlier scan time, simply by reducing the administered activity to compensate for the shorter decay time. 2D noise performance will not be degraded significantly by the higher counting rates encountered 60 min after injection and image noise will improve because of the higher number of detected photons. We can estimate the improvement in 2D image noise based on the average activity in the field of view during a typical 2D whole-body scan and during our experimental protocol. Assuming no tracer redistribution, the average activity in the field of view $A_{\text{mean}}$ between time $t_1$ and $t_2$ is given by:

$$A_{\text{mean}} = \frac{A_0}{(t_2 - t_1)} \int_{t_1}^{t_2} \exp(-\ln(2)t/t_{1/2})dt,$$

where $A_0$ is proportional to the injected activity and $t_{1/2}$ is the physical half-life of the radioisotope (110 min). $A_{\text{mean}}$ can be calculated for a typical 2D whole-body scan lasting 50 min and starting 60 min after tracer administration and also for the current research protocol, which involved a 20-min emission acquisition period, starting 100 min after tracer administration. On this basis, the mean activity for the typical 2D scan starting at 60 min is greater than the current research protocol by a factor of 1.17. The advantage in terms of shorter 3D scan times, which was previously calculated around 100 min after injection, should therefore be reduced by a factor of not more than 1.17.

Furthermore, in the present study, both 2D and 3D data were acquired after an average $^{18}F$-FDG administration of 7.48 ± 1.67 MBq/kg. This is consistent with the recommendations of the manufacturer for 3D acquisition and similar to those suggested by Everaert et al. (27), who found a dose of 8 MBq/kg or greater to give best results. However, our mean injected activity of 624 ± 76 MBq (16.9 ± 2.1 mCi) was less than the amount that is sometimes given for 2D acquisition, which may be as high as 740 MBq (20 mCi). Increasing the administered activity in 2D from 624 MBq to 740 MBq, assuming detector dead time and other issues remain the same, would mean that the advantage of 3D in terms of shorter scan durations would be reduced by a factor of 1.19 (740 MBq/624 MBq). In other words, scans acquired in 3D on this LSO scanner can be shorter by a factor of 0.67 (0.48 × 1.17 × 1.19) compared with those acquired in 2D for similar noise quality.

The metric used for noise evaluation, the within-subject coefficient of variation, is the parameter recommended for evaluations of this sort (25) as it reflects the within-patient SD as a function of the mean of the data. It is therefore not susceptible to systematic differences such as errors in the calibration of the scanners in 2D and 3D modes. However, it may be influenced by other effects, such as differences in the accuracy of the 2D and 3D scatter corrections. The 3D image data were, on average, lower than corresponding 2D data by 6% (Fig. 4). This difference may be due to errors in scanner calibration or it may be a result of the 3D scatter correction overcorrecting the 3D data compared with the corresponding 2D correction. The latter would tend to reduce the mean image value, leading to an overestimation of the coefficient of variation in 3D. We therefore do not believe that the lower coefficient of variation observed in 3D is a consequence of the small difference in the mean 2D and 3D image values.

The small differences in target-to-background ratios that were observed when identical smoothing was applied to the 2D and 3D images (Fig. 3A) may be related to our use of
the ROI maximum pixel to measure lesion activity. The maximum pixel will tend to overestimate the underlying value in noisy images and may account for the higher target-to-background ratios found in the more noisy 2D data. As meaningful comparisons of image noise can be made only under conditions of matched spatial resolution, we chose to apply slightly less smoothing to the 3D images to reproduce the same target-to-background ratio as the 2D images. A 5-mm gaussian filter was found to give a mean target-to-background ratio that was not significantly different from that of the 2D images and all noise comparisons were thus performed under conditions of matched target-to-background ratio. The use of the slightly narrower filter for the 3D images ensured that the noise comparison was not biased in favor of 3D.

Our use of 2 iterations and 8 subsets applied uniformly to all patients for both 2D and 3D reconstructions is likely not optimal. The difference in target-to-background ratios when identical 6-mm gaussian smoothing was applied to both 2D and 3D images was, however, only 5%. This indicates that, although there is no evidence that either reconstruction was completely optimized, they had both reached similar levels of convergence. Comparing image noise under these conditions is thus reasonable and further justified by our use in the noise analysis of only the 3D images with 5-mm gaussian smoothing.

The noise advantage that was observed for 3D acquisition is attributed to the high sensitivity of the septa-out mode and the narrow coincidence timing window (6 ns) afforded by the LSO detector crystals. The energy acceptance window on this scanner was the same as that for comparable BGO systems (350–650 keV) and, because 3D has a greater scatter fraction than 2D, the 3D performance of the Accel may not be optimum. Improved 3D performance is expected from newer LSO tomographs that support a 2D and 3D acquistion.

CONCLUSION

Comparisons of 2D and 3D performance are very sensitive to the specific conditions under which the data were acquired. Counting rate, scatter, activity outside the field of view, reconstruction algorithm, and scanner characteristics all influence relative performance. In this study 2D and 3D data were compared under clinically realistic conditions and effects that may introduce bias were minimized. The mean ratio of 3D to 2D image values was 0.94 with 95% limits of agreement of 0.63–1.41. All noise comparisons were made under conditions of matched lesion target-to-background ratio as measured in patient images. A statistically significant reduction in image noise was found with 3D acquisition compared with 2D, suggesting reductions in scan duration of 33% or more are feasible. This is one of the few studies of its kind to be performed with clinical patients as opposed to phantoms using a tomograph with LSO scintillation crystals that has support for both 2D and 3D acquisition.
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